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“Be strong when you are weak, brave when you are 

scared, and humble when you are victorious” 

Michelle Moschetti



Abstract 

Research on cavitation bubble-wall interaction and its impact on material properties has been 

discussed. The experiment was designed and realized with pitting test carried out during the 

incubation period on an aluminum alloy in a modified vibratory cavitation device. The amplitude 

of the device was kept at constant maximum and the polished surface of the sample was exposed 

to cavitation pressure pulses. The test was conducted at three different exposure times to ascertain 

the effect of exposure time on pit formation. The surface was analyzed using a Scanning Electron 

Microscope and a contact profilometer. The selection of appropriate cutoff depth for the analysis 

of the pits was discussed as well as the correction of the signal from the surface profile. These 

techniques allowed us to characterize the parameters of the pits such as diameter, depth, volume 

and pit numbers. The frequency distribution of the pit diameters was analyzed for both the SEM 

images and the surface profile of the profilometer. The effect of the exposure time on the 

distribution of pits was analyzed. It was determined that the exposure time significantly affects the 

number of pits formed as well as the distribution of pit diameters.  The relationship between pit 

volume and diameter was analyzed. The distribution of pit volumes by pitting rate for different 

exposure times were also discussed. The surface deformation (pit depth) is seen to increase with 

increasing impact forces. The jet diameter, however, does not determine the extent of deformation 

since this phenomenon depends on other variables such as material properties, test conditions, and 

the magnitude of the impact force. The discussion given at the end attempts to explain the 

observations made in the study. 
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1.0 Research on Cavitation Bubble Wall interaction 

 

This chapter introduces the general concept of cavitation and bubble dynamics. The concept has 

been classified and the general effects of cavitation have been outlined. The mechanism for bubble 

collapse close to solid boundaries and the general description of bubble collapse patterns have 

been discussed. 

 

1.1 Introduction 

 

A distinguishing feature which describes the hydrodynamic behavior of liquids is the ability for a 

two-phase vapor–gas flow to coexist [1, 2]. This unique phenomenon is known as cavitating flow. 

The physio-chemical properties of the liquid in addition to the hydrodynamic behavior can be 

significantly altered affecting flow conditions. As cavitation bubbles appear, submerged bodies 

may suffer from severe drag forces while moving through the liquid [3, 4]. In practice, however, 

cavitation bubbles have also found some useful applications such as in biomedicine, ultrasonic 

cleansing and many others [5–9]. Cavitation is not only limited to hydrodynamic flow but can 

occur in nearly static flow if the surface of the liquid is subjected to an oscillating pressure field 

that is large enough [10]. 

Cavitation is simply defined as the formation and dynamics of bubbles/cavities in a liquid medium. 

Cavitation can be characterized based on various phenomena such as surface tension, heat and 

mass transfer, nuclei content, viscosity and boundary layers [5]. The flow conditions and physical 

properties of the liquid affect the onset and propagations of cavitation bubbles. At the inception of 

cavitation bubbles, tiny voids or nuclei may appear in an initially homogeneous liquid medium. If 

the nuclei form as a result of the intermolecular interaction, the effect is known as homogeneous 

nucleation. In cases where the cavities are formed by the interaction of the molecules with the 

surrounding wall, such cavities are described to be heterogeneously nucleated. The cavities may 

then be filled with vapor, gas and in some cases even remain void. The interactions of bubbles 

with each other lead to the expansion of preexisting cavities to sizes where the macroscopic effects 

such as acoustic emissions and erosive properties can be observed. This process is dependent on 
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the flow parameters as well as the physical properties of the liquid. At the microscale, cavitation 

is also expected to significantly influence the design of high-speed microfluidic systems [11].  

 

1.2 Classification 

 

Cavitation can be classified based on the dynamic state of the liquid. For a liquid that is in dynamic 

motion along narrow passages, Venturi nozzles or in a pump, the pressure of the liquid decreases 

as a result of the sudden acceleration of the liquid. If the pressure of the liquid falls below the 

vapor pressure of the liquid (see Figure 1), the liquid may vaporize and cause cavitation to occur. 

Cavitation in flowing liquids is termed as hydrodynamic cavitation. Cavitation is however not 

limited to flowing liquids. In a nearly static liquid, the rapid acceleration of a solid body with sharp 

edges can create cavitation bubbles. The growth of preexisting microbubbles under the influence 

of ultrasonic field is also termed as acoustic cavitation and occurs under the free surface of the 

liquid.   
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Figure 1: Phase diagram of water depicting cavitation and boiling 
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Another way of classifying cavitation is based on the bubble content. Through the process of mass 

diffusion across the boundary of the bubble, or reducing the pressure of the liquid, gas-filled 

bubbles can be made to undergo cavitation by keeping the liquid at a nearly constant temperature.  

For a vapor filled cavity, the ambient pressure of the liquid can be kept constant while increasing 

the temperature of the liquid above the saturation temperature. The vapor-filled bubbles have been 

divided into two forms. Firstly, a subcooled liquid case in which the latent heat is assumed to have 

no effect on the motion of the liquid because of the liquid’s low density. Here, the motion of the 

liquid depends on its inertia [12]. The second case involves a superheated liquid. This process of 

superheating the liquid causes a rather explosive vaporization inside the cavity and depends on 

pressure changes as well as the control of the flow dynamics [13]. The effect is similar to boiling 

but the vapor-bubble dynamics in the boiling process depends on latent heat flow rather by the 

liquid’s inertia [14].  

Cavities that are predominately filled by vapor tend to take several forms after cavitation inception. 

The initial non-cavitating flow structures control the cavitation start process but as it develops 

further, the vapor structures tend to modify the flow properties causing the cavitation bubbles to 

take many forms. The flow velocity for instance increases when the rate of supply of the cavitation 

bubbles in the erosion region increases and results in increased impulsive pressure pulses induced 

by the collapsing bubbles. There are three main identified patterns that the cavitation bubbles can 

be grouped into. Transient isolated bubbles appear around low-pressure sides of the flow implode 

when they encounter area with high adverse pressures. They are influenced mainly by the air 

content of the liquid and are known to exhibit relatively weak erosive properties. On the low-

pressure sides of blades and foils, cavitation bubbles can take the form of micro-cavities when a 

solid body which acts as a wall is placed in the flow. While this flow is very common, the 

hydrodynamic conditions result in a cavitating flow that shows different complex regimes. One of 

such regimes is the sheet cavitation which is normally characterized by thin, smooth and stable 

cavities. Another example is cloud cavitation which exhibits highly unstable turbulence and has 

high erosive properties capable of inducing abnormal dynamic behavior of turbomachines. These 

two regimes described are examples of attached or sheet cavities. The third type is known as 

cavitating vortices which occurs when the low pressures generated in a flow with concentrated 

vorticity can result in cavitation in the cores of the vortices and they exhibit their erosive strength 

once the tips of the vapor filled vortices are in contact with a solid wall. 
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1.3 Effects of Cavitation 

 

Hydraulic systems are typically designed to operate in a homogeneous liquid. The impact of 

cavitation on these systems produces undesirable effects which greatly alter their performance and 

reduces efficiency. The formation of vapor structures in the liquid medium creates unstable regions 

in the flow and as a result, causes the pressure to reduce leading to a bubble collapse. There are 

three main undesirable effects that are caused by cavitation: (i) head losses, (ii) damages resulting 

from pit formation and eventual erosion of the solid body, and (iii) noise and vibration caused by 

the structural damage [15]. It is important that the impact of cavitation on a structure must be taken 

into account when designing hydraulic systems in order to have the equipment performing at their 

highest efficiency.   

While most designers are faced with the dilemma of avoiding cavitation altogether, it has found 

several uses in other areas. In biomedicine, acoustic cavitation has been used for localized drug 

delivery. Cavitation also may be able to induce sonoporation, a transient cell permeabilization 

process that can allow nonviral gene transfer to a particular localized target on a tissue volume 

[16]. The ultrasonic agitation has been used to generate cavitation to improve the cathodic current 

efficiency of copper electrodeposited from dilute acidic sulfate. This approach allows the easy 

recovery of metals from waste solutions and helps to recycle the acids and bases in the  

solution [17]. 

 

1.4 Dynamics of Cavitation Bubble  

 

The destructive action of cavitation bubbles in liquids has sparked numerous research in order to 

understand its dynamics [18–24]. According to Blake and Gibson [12], cavitation inception 

normally occurs downstream from the point of minimum pressure just prior to the separation point 

causing the bubbles to be swept up over the separation bubble. The reattachment of the separated 

flow shows regions where structural damages seem to occur. Earlier works involving spherical 

bubbles include Rayleigh [25] who solved the cavitation erosion caused by a spherical cavity in 

an infinite medium under uniform pressure at infinity for a non-viscous liquid. Knapp [26] 
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discovered that the physical properties of the liquid and the velocity of flow significantly affected 

the intensity of the cavitation bubble impacts on the cavitating regions. Lauterborn and Bolle [27] 

reported on cavitation bubble velocities plotted as a shape-time diagram  and compared the shape-

time dependence calculated by Plesset and Chapman [28]. Their findings were in agreement, 

supporting the implosion mechanism of cavitation by Rayleigh stating that the pressure pulses 

produced by the collapse of the bubbles resulted in damage to the walls [12]. The  

laser-induced cavitation bubble produced by Lauterborn and Bolle [27] also allowed feasible 

complex studies of cavitation bubble collapses under extremely highly controlled conditions free 

from mechanical destructions.  

In order to describe the dynamics of the bubble, it is assumed that the effects of surface tension 

and liquid viscosity are neglected and the liquid considered as incompressible. It is also important 

to understand the evolution of pressure and velocity as a function of time. Rayleigh [29] showed 

from the momentum equation that the bubble boundary 𝑅(𝑡) obeyed the relation; 

 
𝑅𝑅̈ +

3

2
൫𝑅̇2൯ =

𝑝(𝑅) − 𝑝∞

𝜌
 

 

(1) 

Where 𝑝∞ is the pressure of the liquid at an infinite distance from the bubble, 𝜌 is the density of 

the liquid, 𝑝(𝑅) is the boundary pressure. Rayleigh also assumed that the pressure at the center of 

the bubble to be same as the pressure of at the boundary. The relation that describes the 

incompressibility of the liquid velocity at a distance 𝑟 from the center is given by 

 
𝑢(𝑟, 𝑡) =

𝑅2

𝑟2
𝑅̇ 

 

(2) 

Using the Bernoulli equation, the pressure in the liquid is found to be  

 𝑝(𝑟, 𝑡) = 𝑝∞ +
𝑅

𝑟
[𝑝(𝑅) − 𝑝∞] +

1

2
𝜌

𝑅

𝑟
𝑅2̇ [1 − (

𝑅

𝑟
)

2

] (3) 

 

For a spherical bubble, viscosity affects only the boundary condition, therefore, giving us 
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𝑝(𝑅) = 𝑝𝑖 −

2𝜎

𝑅
−

4𝜇

𝑅
𝑅̇ 

 

(4) 

Where 𝑝𝑖 is the pressure inside the bubble, 𝑝(𝑅) the boundary pressure of the liquid, 𝜎 the surface 

tension coefficient, and 𝜇, the liquid viscosity. The experimental observations on the  

cavitation-bubble growth and collapse can be described using equation (1) by considering 𝑝∞ as a 

function of time [29]. Using equation (4), a generalized Rayleigh equation for bubble dynamics 

may be written as  

 
𝑅𝑅̈ +

3

2
൫𝑅̇൯

2
=

1

𝜌
{𝑝𝑖 − 𝑝∞ −

2𝜎

𝑅
−

4𝜇

𝑅
𝑅̇} 

 

(5) 

The Raleigh-Plesset equation presents a way to temporally observe the evolution of the bubble 

radius and the influence of the pressure field inside the bubble, given that, 𝑝∞ as a function of time 

is known. The equation can also be used to describe the bubble dynamics for an inviscid flow 

given that;  

 
𝑅𝑅̈ +

3

2
𝑅̇2 =

1

𝜌
{𝑝𝑖 − 𝑝∞ −

2𝜎

𝑅
} 

 

(6) 

 

For a given 𝑝𝑖 and 𝑝∞ where both are functions of time, an equilibrium bubble radius may be 

defined as 

 𝑅0 =
2𝜎

𝑝𝑖 − 𝑝∞
 (7) 

 

If the effects of surface tension, non-condensable gas and viscosity are ignored, the bubble remains 

in an equilibrium before the initial time. It is realized that at the initial time where t=0, a constant 

𝑝∞  which is higher than 𝑝𝑣 is applied to the liquid which results in the collapse of the bubble at a 

characteristic time 𝜏 known as the Rayleigh time. The evolution of the bubble at the end of the 

collapse is also described in equation (8). 
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𝑅

𝑅0
≅ 1.87 [

𝜏 − 𝑡

𝜏
]

2
5
 (8) 

 

The Rayleigh model is good for the analysis of bubble dynamics for short duration and rapid 

change in its timescale. The global features of the first bubble collapse for an inviscid flow can be 

described using this model. However, it does not account for the successive collapses that are 

actually observed in real situations.  

 

1.5 Bubble Collapse Near Rigid Walls 

 

In   Figure 2 below, it is observed that reducing the minimum pressure,  𝑝𝑚𝑖𝑛, of the flow field 

below the critical pressure,  𝑝𝑐, of the bubble causes the bubble to grow explosively (in red) to a 

maximum size helping it acquire significantly high potential energy [30]. The blue line in  

Figure 2 indicates little to no change in radius size if the minimum pressure   𝑝𝑚𝑖𝑛 is kept above 

the critical pressure, 𝑝𝑐.  At the maximum bubble size, the pressure inside the bubble reduces to a 

value close to the vapor pressure and results in a large pressure gradient with the liquid pressure.  

 

Figure 2: Bubble radius versus time in a propeller flow field [30] 

 



21 
 

Close bubble-boundary interaction induces a deformation in the cavity as a result of the anisotropy 

of the liquid particles motion during the collapse [31]. The potential energy contained in the 

expanded bubble is converted to kinetic energy of the liquid jet and penetrates the bubble in the 

direction of the nearest wall. In an attempt to estimate the potential damage [32–34]   caused by 

the bubble collapse, Philipp and Lauterborn [35]  reported damages to occur when the initial bubble 

distance close to the solid wall is less than twice the bubbles radius. Upon impact to the wall, the 

closeness of the boundary results in a radial flow away from the jet axis. The still-contracting 

bubble collides with this radial flow resulting in a “splash effect” which moves away see  

(Figure 3) in the direction opposite to the motion of the microjet. 

 

 

Figure 3: Bubble geometry (a) before, (b) after the impact of the reentrant jet on the opposite side of the 

wall [36] 

 

The collapsing cavity also emits a shock wave which significantly contributes to the damages 

observed on solid walls. Shima et al. [37] reported shock waves to be seen in the re-expansion 

phase when a bubble collapses from a solid wall. The intensity of the shock waves increases when 

the bubbles collapse at a shorter distance to the solid wall. It is possible for the shock waves and 

jets to coexist. This usually occurs when a bubble touches the solid wall at its maximum expansion. 

Based on the contact angle to the wall, the impulsive force can be said to be contributed by the jet 

or the shock wave. Jet predominates the impulsive force when the angle of contact is acute to the 

wall and when this angle is obtuse, the impulsive force is said to be dominated by the shock waves.  
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1.6 Bubble Collapse Patterns 

 

Müller et al. [34] investigated bubble collapse patterns at  different distances to a solid wall using 

acoustical and optical methods.  For bubbles that collapsed far from the solid, it was observed that 

the bubbles maintained a nearly spherical shape after collapse mainly due to the absence of 

microjets usually formed as a result of close wall-bubble interactions. Spherical bubbles generated 

much closer but not in contact with the wall revealed that as the bubble approaches the wall, the 

presence of the wall creates conditions that allow the anisotropy of the liquid to affect the bubble 

shape and dynamics. The bubble deforms and expands causing it to be accelerated towards the 

wall (Figure 4). The measured impact forces showed comparable values for the first and second 

collapses and the subsequent collapses, however, they had little impact magnitudes since most of 

the potential energy created by the expanding bubbles had been dissipated by the first two 

collapses. Patterns for bubbles collapsing very near to the solid wall showed the first expansion of 

the spherical bubble to be much smaller than the second collapse. The much-accelerated bubble 

rebounds of the wall after re-expansion with a distorted spherical shape and recorded a more 

intense impact force and pressure [38].  The significant increase in the magnitude of the second 

collapse is due to the effects of splashing. 

 

 

 

Figure 4: Collapsing bubble near solid wall [34] 

 

Wall 

0.5 mm 42 µs 222 µs 
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Bubble jet 
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1.7 Material Properties at The Impact Conditions 

 

Structural deformations in materials are contributed mainly by elastic and plastic deformations. 

The stress-strain curve describes the effect of an increase in strain on stress (Figure 5). Stress is 

defined as load per unit cross-sectional area while strain is a measure of deformation that a stressed 

material experience. Any significant increase in strain will require a corresponding increase in 

stress to maintain same strain rate. Cavitation flow field is characterized by frequencies and 

amplitudes of high magnitudes with clearly mapped out pressure pulses which are known to 

produce bubbles that exhibit violent dynamic behavior such as explosive growth, collapse, and 

rebound. If a  rigid body is placed within a cavitating flow field, it will experience repeated and 

randomly distributed impulsive loads (Figure 6a) that are independent of the loading mechanism 

(shockwaves, pressure waves or jets) [30]. If the magnitude of the load impacting the surface of 

the material is smaller than the critical mean stress of the material, the material will deform 

elastically. This deformation is not permanent and the material will return to its original form in 

time (Figure 6b). However local deformations may be formed on the materials exposed to 

cavitation as a result of short pressure pulses of sufficient magnitudes, usually greater than the 

critical stress of the material, are directed to the solid walls. This induces plastic deformations and 

leads to pit formations (Figure 6c). Over a period, a localized accumulation of these deformations 

cause material failure and consequently, the bulk erosion of the material. Karimi et al. [39] reported 

that the localized and repeated effects of cavitation stresses which induce the plastic deformation 

of substructures and the work hardening at a point found under the eroded surface results from two 

effects. One is the instantaneous effect of single impacts which causes a severe deformation at 

high strain rate in the impacted region. The other is the accumulation effects of the multiple 

impacts exposure of the material to the cavitation flow field that gradually increases the internal 

hardening in deeper layers. Moreover, for spherical indentations, if the depth of the indenter is 

very small, the deformation caused by the indentation is seen to be dominated by the elastic 

hardening with little to no plastic deformations. Small depth indentations are constrained from 

exhibiting plastic deformations by the surrounding material undergoing elastic deformation. 

Indenters with much bigger depth cause large deformations dominated by extensive plastic 

hardening[40]. Thus, a careful consideration of the strain rate will provide a better understanding 
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of the erosion behavior of different materials as well as to elaborate more accurate predictive 

models for a long-term erosion. 
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Figure 5: Stress-strain curve 

Figure 6: (a) Material under stress, (b) recovery from elastic deformation, (c) plastic deformation 
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2.0 Laboratory Testing Methods 

 

Machine design has undergone radical improvements to make sure that they function efficiently 

and last long. For any material designed to withstand cavitating flow fields, it is necessary to assess 

its performance on multiple tests to ensure that it does not suffer from the adverse effects of 

cavitation erosion. The tests may be carried out in small-scale laboratories or on an industrial scale. 

Two popular the techniques for evaluating material resistance to cavitation include the use of 

ultrasonic transducers (Vibratory Cavitation Device) and cavitating liquid jets and their use are in 

accordance with the ASTM G32 and ASTM G134 respectively. 

 

2.1  Vibration Cavitation Apparatus 

 

Cavitation here is generated by a vibratory device with components such as a generator, transducer, 

sonotrode (horn), a beaker filled with a test liquid (usually de-ionized water). The test specimen 

can be attached to the tip of the sonotrode or indirectly placed opposite to the tip of the sonotrode 

(see Figure 7). The vibratory motion of the sonotrode generates pressure waves directly against the 

surface of the test sample usually at a frequency of 20 KHz. The Intensity of the pressure waves 

affects the sample when the sample is directly affixed to the tip of the sonotrode. This has been 

reported to give different results compared to running the test with the surface of test sample placed 

at a certain distance (gap distance) away from the tip. Pola et al. [41] carried out cavitation erosion 

tests to observe the effectiveness of ultrasound treatment of liquid aluminum alloys in improving 

the mechanical properties of the materials. They concluded that the cavitation erosion treatment 

significantly improved the erosion resistance of the material by increasing the homogeneity of the 

microstructure. Additionally, Devi et al. [42] evaluated the performance of several materials at 

different testing conditions such material type, exposure time, gap distance, liquid characteristics, 

as using the vibratory device. They concluded that all of these variables significantly affect the 

resistance of the material to the cavitation erosion. 
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2.2 Cavitating Liquid Jets 

 

The intensity of cavitation produced by jets can be altered by adjusting the jet velocity, angle, 

diameter and the liquid’s ambient pressure. This added flexibility makes it a very useful technique 

for determining the effects of cavitation on material behavior [43–45]. This is particularly obvious 

when the realistic bubble clouds generated by the cavitating liquid jets is compared to the 

ultrasonic horn. It is well known that cavitation if controlled, can be used to improve material 

fatigue strength. Soyama et al. [46] successfully formed residual stresses by cavitating jets and 

used it to strengthen the surface of the test material. The test liquid passes through a tap hole into 

a nozzle with a throat diameter that can be controlled. A pump with a very high capacity is used 

to ensure that the nozzle can have a significantly high discharge rate. The pressure of the test liquid 

injected into the tap hole is recorded as an upstream pressure, 𝑃𝑗𝑒𝑡 and the downstream pressure, 

𝑃𝑡𝑎𝑛𝑘  is defined as the pressure located within the test section. The distance from the upstream 

corner of the nozzle throat to the surface of the material is defined as the standoff distance, s. An 

exit tap hole is created to allow the test liquid leave. Both tap holes are covered by valve openings. 

The sample is mounted in a sample holder and its surface placed perpendicularly to the direction 

of the moving cavitating jets from the nozzle. Cavitation number is considered a very important 

parameter of cavitating jets since cavitation occurs at the region with increased flow and reduced 

pressure [46, 47]. The ratio of the flow velocity and the pressure near the cavitating region defines 

Horn Dummy 

sample 

(a) (b) 

Horn 

Test sample 

500 µm 

Figure 7: Vibratory cavitation apparatus (a) direct method, (b) indirect method 
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the cavitation number. Flow velocities for nozzles and orifices are mainly influenced by upstream 

and downstream pressure differences. Equation (9) below defines cavitation number. 

 𝜎𝑗𝑒𝑡 =
𝑃𝑡𝑎𝑛𝑘 − 𝑃𝑣

𝑃𝑗𝑒𝑡 − 𝑃𝑡𝑎𝑛𝑘
 ≅  

𝑃𝑡𝑎𝑛𝑘

𝑃𝑗𝑒𝑡
≪ 1  (9) 

 

 The simplification in equation (9) is done because of the relation  𝑃𝑗𝑒𝑡 ≫  𝑃𝑡𝑎𝑛𝑘 ≫ 𝑃𝑣. The reduction 

in cavitation number reveals a developing cavitating region. 

 

 

Figure 8: Test section of cavitation jet setup [46] 

 

 

2.3 Methods for Evaluating Damaged Surfaces 

 

Several methods have been evaluated in this section with a focus on the methods that are used 

for the extensive analysis of damaged surfaces of the materials. 

 

2.3.1 Mass Loss Tests 

 

The erosion behavior of cavitation pressure fields on a material surface depends on the properties 

of the material, and the conditions under which the erosion devices operate [47–49]. Cavitation 

erosion is therefore marked by different regimes and subsequently represented on a mass loss curve 
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of the material exposed to cavitation at a certain time. Cavitation damage depends on the intensity 

of the pressure field that impacts the solid boundary of the material [50, 51]. The incubation period 

marks the first stage of the regime.  In this period, plastic deformation (described as pits) occurs 

on the exposed solid boundary. The material may experience microscopic deformation without 

any weight loss. The initial stage of the mass loss versus time curve shows a region where it is 

difficult to measure any mass loss. The duration of such resistance is an important parameter in 

determining the lifetime of most materials which shows any correlation between incubation time 

and material’s lifetime [52]. 

 The intensity of cavitation becomes greater as the exposure time increases. The formation of more 

pits leads to minute mass losses and modifies the boundary flow as the pressure field becomes 

heavily influenced [43]. This stage, known as the acceleration period results in severe changes to 

surface properties and behavior and it’s followed by the deceleration period. The nature of this 

stage is marked by the dynamics of cavitation bubbles as a result of the changes to the material 

surface. The steady-state period shows an equilibrium between the erosive strength of the 

cavitation pressure field and material response. Mass loss measurements can be easily converted 

to volume loss to characterize the material response to cavitation erosion. The eroded profiles for 

several materials can be compared by setting different exposure times to determine the maximum 

erosion depth for the material since the materials have different resistance to cavitation erosion. 

The results of such tests show that the profiles are not same for all the materials even though the 

maximum erosion depth is set to a constant value and thus provides a means to an extent, to predict 

the long-term erosion behavior from short tests. 

 

2.3.2 Pitting Test 

 

The analysis of cavitation pits presents a way to estimate the extent of cavitation erosion damage 

and a model to understand how different materials respond to cavitation flow impacts. Several 

methods have already been used to evaluate cavitation erosion resistance. Pitting tests are usually 

carried out in short durations and offer a faster way to characterize the erosion resistance of a 

material as compared to mass loss tests. The major problems these tests face is that the laboratory 

results do not translate into the real world. 
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It is possible to obtain direct measurements of the cavitation bubble collapse using pressure 

transducers [53–57]. The development of other cutting-edge techniques has improved how the 

damaged surfaces are profiled. Example of such equipment includes the Optical Profilometer, 

Scanning Electron Microscope (SEM), and Laser Profilometer. 

 In an attempt to explain pitting formation, a pressure wave generated by a cavitation bubble was 

emitted at distance 𝐿 towards the solid boundary (material’s surface). After impact, the geometry 

of the pit (Figure 9) has a depth of 𝐻. The total pit volume (𝑉) can be computed for the estimation 

of the volume damage rate. 

 

 

 

 

 

 

 

 

 

 

Carnelli et al. [58] evaluated the hydrodynamic peak of pressure distribution to measure stress and 

load distribution in a cavitation pit. They modeled the hydrodynamic impact loads distribution and 

also used data from nanoindentation measurements. Soyama et al. [57], proposed a prediction 

method of cavitation erosion rate using cavitation intensity of the cavitating jet and the material 

erosion rates. Fortes [59] attributed the formation of pit profiles by three main characteristic 

parameters which are: pit depth H, total pit volume V, and pit radius 𝑅𝑐𝑜𝑛𝑒. The parameters are 

related by equation (10). 

 𝑅𝑐𝑜𝑛𝑒 = (
3𝑉

𝜋𝐻
)

1 2⁄

 (10) 

𝐿 

Bubble 

𝐻 

 
𝑉𝑜 

 

𝑅10% 
Solid boundary 

 

Water 

Figure 9: Profile of a pit 
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The profile of the pit can then be represented by the equation 

 

  
𝑟

𝑅𝑐𝑜𝑛𝑒
= 𝑓 (

ℎ

𝐻
) (11) 

 

 

 ℎ = 0.1𝐻 (12) 

 

At a depth of h, the radius is calculated from the relation  

 

 
𝑅10%

𝑅𝑐𝑜𝑛𝑒
= 0.9336 (13) 

 

The ratio between 𝑅10% and 𝐻 does not provide a constant value as it depends strongly on the 

characteristic wave pressure impact. This implies that another relation must be used in describing 

the characteristics of the pit profiles. The uncertainties result from the axisymmetric nature of the 

pits. From numerical tests, Patella et al.[60] deduced two parameters; total volume of the pit, and 

a reference volume. 

 

 𝑉 = 2𝜋𝐻𝑅2
𝑐𝑜𝑛𝑒 ∫

𝑟′2

2
𝑑ℎ′

1

0

 (14) 

 

The values 𝑟′=𝑟 𝑅𝑐𝑜𝑛𝑒⁄  and ℎ′=ℎ 𝐻⁄ . The reference volume can then be calculated equation (15). 

 

 𝑉𝑜 = 2𝜋𝐻𝑅2
𝑐𝑜𝑛𝑒 ∫

𝑟′2

2
𝑑ℎ′

1

1/3

 (15) 
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The summary of the simulation results in the final approximation of the volume ratio for a  

non-dimensional pit profile in equation (16) below from the maximum pit depth 𝐻. 

 

 
𝑉

𝑉𝑜
= 4.9 (16) 

 

The reference volume 𝑉𝑜, can be calculated using some numerical software. The total pit volume 

𝑉 can then be calculated using equation (16). The values of 𝑉, 𝑅𝑐𝑜𝑛𝑒, and 𝑅10% can then be 

calculated from the equation (16,15,14 and 13) respectively. Using this approach provides a better 

approximation of experimental pit volumes because it is not affected by the uncertainties in 

measurements caused by surface oscillations.  

 

2.3.3 Scanning Electron Microscope 

 

Marques and da Exaltação Trevisan [61] reviewed the behavior of cavitation resistance of several 

materials and realized the difficulty in comparing test results obtained from the many cavitation 

tests available. The Scanning Electron Microscope (SEM) technique has been used to study test 

surfaces from cavitation providing an optical description so vivid in helping understand structural 

deformations at the microscopic level. The particle residue and the surface of the test sample can 

both be imaged by the SEM (Figure 10) and used to describe the extent of the damage. Fine residues 

often depict less damage and often little mass loss while a coarse residue in the SEM micrograph 

depicts a more extensive mass loss. The surface of the test sample can also reveal damages which 

cannot be easily seen with the naked eye. SEM Micrographs are however not ideal for describing 

plastic pits formed in the incubation period. They are also difficult to be geometrically 

characterized  [62]. 
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Figure 10: ZEISS GeminiSEM – Field Emission Scanning Electron Microscope 

 

2.3.4 White Light Interferometer 

 

The device consists of a beam splitter, a light emitting diode (LED) source, a camera and a 

reference place. The light from LED is split into two, a reference beam and a measurement beam 

by the beam splitter. The reference beam is reflected from the reference plane while the 

measurement beam is incident on the surface of the sample. Optical interference occurs at every 

point of the surface where the optical path length is the same as both the reference and 

measurement beams. The interference patterns are captured by the video camera while the 

topography is computed by a software using the data from the interference. This technique allows 

lateral resolutions of 9 µm to 50 µm to be measured. The 3D high precision profiler offers a  

non-destructive description of surface topography and gives information about the texture and 

roughness of the surface. Furthermore, this technique has shown close correlation with other 

results and has proven to be reliable [62]. 
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Figure 11: Schematic description of the white light interferometer 

 

 

2.3.5 Surface Analysis in Software 

 

To analyze the topographic data from the surface profile of the sample in Matlab, a mean depth 

over the entire image is established to allow the removal of undulations created by the 

Profilometer. This helps deal with the surface inclination problems. The mean depth is also the 

zero level that serves as a reference for the measurements of pit depth, diameter, and volume. By 

setting a threshold value, cavitation pits with depths and diameters greater than the set value can 

be identified and characterized. Matlab is used for the analysis and depending on the cutoff value 

set may take up to three (3) minutes for complete identification of the pits [63]. The results for pit 

diameter, depth and volume are exported for further analyses if required. 3DSM Metrology 

software can also be used for the thorough analysis of optical micrographs.  The surface data can 

be used to detect individual pits parameters such as maximum diameter and area. 
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3.0 Experimental Design 

  

This chapter describes the materials used for the experiment. The preparation methods used for the 

samples and the design of experimental setups for the measurement of cavitation bubbles have 

been discussed. 

 

3.1 Materials 

 

In this work, an aluminum alloy (EN AW-7075 T6511) was selected for testing. The nominal 

chemical composition and Mechanical properties are listed in Table 1.  

 

Table 1 Chemical and Mechanical properties of the test sample 

Chemical composition 

% 

Si Fe Cu Mn Mg Cr Zn Ti 

0.1 0.19 to 0.20 1.5 0.16 2.6 0.2 6.0 0.04 

 

Mechanical Properties 

Tensile strength Yield strength Elongation 

[Mpa] [Mpa] [%] 
576 521 8.5 

 

 

3.3  Sample Preparation Methods 

 

This section deals with the different methods used to prepare the sample for the experiment. It 

includes the dimensions used for the machining of the sample as well as the surface polishing 

techniques used.  

 

3.3.1 Dimensioning 

 

The alloy was machined according to the dimensions provided in (Figure 12).  
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3.3.2 Grinding 

 

The surface of the test sample was first prepared by grinding it on a sandpaper placed in the Buehler 

2 speed grinder and then finely polished with the Buehler Metaserv 3000 variable speed  

grinder-polisher. Two sandpapers grits were used. The 600-grit sandpaper was first used. The 

surface was ground in one direction and then rotated about 90 degrees for further grinding. The 

speed of rotation of the machine was set first set to low and gradually increased to intermediate 

while tap water was intermittently run on the sandpaper to help reduce the effects of temperature 

increase while grinding. The sample was then cleaned and dried. The 600-grit sandpaper was 

replaced with the 1200-grit sandpaper and extra grinding. The higher grits deliver a smoother 

finish. The samples were then finally washed with water and sprayed with cleaning alcohol before 

drying under a hand dryer.  

 

(a) 

(b) 

Figure 12: (a) Drawing of the test sample with dimensions, (b) Test sample placed in a sample holder 
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Figure 13: (a) Buehler 2 speed grinder-polisher, (b) MetaServ® 3000 variable speed grinder-polisher 

 

 

3.3.3 Polishing Techniques 

 

In order deliver a mirror-like finish, the samples are polished with two different polishing cloths. 

The first is an intermediate TriDent 3µ𝑚 diamond abrasive polishing cloth. The cloth spins in the 

grinding machine (Figure 13a) and a cleaning solution, MasterMet TM 2 (a non- crystallizing 

colloidal Silica polishing suspension) was applied to the cloth. In order not to transfer tiny particles 

(dirt) which could destroy the polishing cloth and subsequently the surface of the sample, the 

sample was cleaned after each stage with distilled water and sprayed with cleaning alcohol. The 

sample was then transferred to the grinder-polisher (Figure 13b) fitted with a fine ChemoMet 

0.05 µ𝑚 cloth. The samples were then gently packed into a holder for safe keeping. The sample 

holder was placed into a protective box to avoid accidentally scratching the surface by falling 

objects. 

  

3.4 Selection of Optimal Gap Distance and Exposure Times for The Experiment 

  

Preliminary tests were carried out in order to determine the optimum gap distance between the tip 

of the sonotrode and the sample as well as the time to expose the surface of the material to in order 

to create well-formed and easy to identify pits. It was determined that using a gap distance of 3mm 

(a) (b) 
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created pit clusters which make it difficult for characterizing the individual pits (see Figure 14). 

Thus, the intensity of the pits formation increased as the exposure tie also increased. Upon 

increasing the gap distance between the tip of the sonotrode and the surface of the sample, it was 

realized that the pits could be easily identified (see Figure 15). This has a huge potential in helping 

reduce the errors that could be associated with pit characterization. Additionally, exposing the 

surface of the samples to similar times in both cases allowed a careful observation of the effects 

of time and gap distance on the sample. A gap distance of 5𝑚𝑚 and 40𝑠, 60𝑠, 80𝑠 exposure times 

were selected for conducting this experiment. The aim was to identify a significantly large number 

of pits (200 to 300) within the set threshold for characterization. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) (b) 

(c) (d) 

Figure 14: 100X magnified micrograph with 3mm gap obtained at times (a) 10 s, (b) 20 s, (c) 30 s, 

(d) 60 s from central position 
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3.4 Cavitation Erosion Test using a Modified ASTM G32 Vibratory Apparatus 

 

A modified vibratory cavitation tester was used to conduct the test. The pitting test was carried out 

using the following recommended standards (see Table 2). This method offers a simple and 

controlled test and often allows cavitation erosion resistance of different materials to be compared. 

In the setup of this method, a velocity transformer or horn is attached to an ultrasonic transducer 

capable of generating up to 20-kHz frequency. The sample to be studied is initially cleaned with 

(a) (b) 

(c) (d) 

Figure 15: 100X magnified micrograph with 5mm gap obtained at times (a) 10 s, (b) 20 s, (c) 30 s, 

(d) 60 s from central position 
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alcohol spray and carefully dipped in a distilled water before being placed in the sample holder. 

The specimen is then fastened to test holder and held in place by three vertical rods that attach to 

the ultrasonic transducer by nuts and washers. 

 

Table 2 Cavitation pitting test properties 

Parameter Value Unit 

Frequency of vibration 20±0.2 kHz 

Vibration amplitude 57 µ𝑚 

Gap between horn and sample 5 mm 

Temperature of water in beaker 25±1 0C 

  

 

To ensure that the sample was kept at the recommended height (gap distance) below the sonotrode, 

a standard measurement gauge block was used. This was done carefully to avoid unnecessarily 

damaging the surface of the sample.  A beaker was placed beneath the sample and filled with 

distilled water to the brim. The beaker was kept at the desired height by placing a support beneath 

it. Pitting usually forms in the incubation period of cavitation and therefore requires a minimum 

exposure time of the sample to the pressure waves generated by the transducer [64]. The transducer 

was set to operate at a controlled amplitude and frequency. The generator shown in (Figure 16c) 

was turned on while a timer was set to monitor the exposure time to the cavitation bubbles. In this 

experiment, three different times 40, 60 and 80 seconds were used for the tests.  The temperature 

of the test liquid (water) was kept fairly at 25oC. The intensity of the generator was held constant 

at 100 percent. Immediately after testing, the sample was removed and carefully dried to avoid any 

mechanical damages using a hand dryer for a period of 5 minutes before placing them in a special 

holder for further analysis. 
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(a) 

(c) 

Ultrasonic transducer 

Vertical supporting rod 

Sonotrode/ Horn 

Beaker 

Test sample 

Sample holder 

Test liquid 

Base support for beaker 

Generator 

(a) 

Figure 16: cavitation apparatus setup, (b) beaker containing sample placed in a holder, (c) schematic 

description of setup 
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4.0  Results Evaluation 

 

This chapter describes the various techniques used in the analysis of the pits. The results were 

obtained using Scanning Electron Microscopy and contact profilometry techniques. 

 

4.1 Results from Scanning Electron Microscope 

 

A brief analysis of SEM micrographs has been done to understand the estimate the number of pits 

formed as a result of the different exposure times.  

 

4.1.1 Analysis of SEM Micrographs 

 

 Micrographs of the samples were obtained from the SEM Zeiss Ultra Plus and different 

resolutions have been provided for analysis of the pit formation and the extent of damage to the 

surface of the material. The higher resolutions of the images ensured that the identified pit was 

visible enough to be analyzed but had a huge drawback because only a few numbers of pits could 

be observed. In Figure 18, the regions marked red could possibly indicate structural defects from 

manufacturing while the marked regions in white show the deformation of the surface due to pit 

formation. The distribution of pit diameters varies for all the samples since the pits have different 

diameters, shapes, and sizes.  Some of the pits formed as clusters as the exposure time increased. 

The loaa od material will likely be more evident as the deformation rate increases with exposure 

time.  
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Figure 17: SEM micrograph for the sample after 40 s exposure to cavitation bubbles 

 

 

 

Figure 18: SEM micrograph for the sample after 60 s exposure to cavitation bubbles 
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Figure 19: SEM micrograph for the sample after 80 s exposure to cavitation bubbles 

 

 

4.1.2 Pit Number Estimation on SEM Micrographs 

 

In order to identify the pits with ease, the 500X resolutions of the SEM micrograms were selected. 

The larger resolution allowed a large number of pits to be observed. Pit diameters and numbers 

were determined for each sample using the Zeiss 3DSM Metrology software. The surface data was 

imported into the Mountains Map software and scaled using the original scale on the SEM 

micrograph as a reference value. The image was then light conditioned before applying a binary 

segmentation. The segmentation threshold was set to an automatic value selected by the software 

in order to have the best conditions with lighting. The generated binary image was then 

morphologically corrected to help identify the pits after and converted to a multicolor image  

(Figure 20b) to allow easy in the identification of the pits. The maximum diameter of each pit was 

recorded by clicking on the grain. The data was exported and a histogram of the results was plotted. 

This was repeated for the remaining samples (Figure 21 and Figure 22). 
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(a) (b) 

Figure 20: (a) SEM micrograph of test sample (40 s), (b)Multicolored segmented image (40 s) 

Figure 21: (a) SEM micrograph of test sample (60 s), (b)Multicolored segmented image (60 s) 
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4.2 Results from Dektak XT Profilometer 

 

In this study, a Dektak XT contact profilometer fitted with a 2 µm stylus was used to assess the 

topography of the pits. The contact profilometer operated at a speed of 200 µm /s and a stylus force 

of 5mg.  The analyzed surface was approximately 2mm x 2mm. A total of 3001 pts at a resolution 

of 0.666 um/pts were measured to give a scan length of 2000um. The profile had a map extent of 

2000 µm at a resolution of 1um/trace for 2000 traces. The initial 3D surface plot of the 

topographical data from the profilometer showed the signal to be highly inclined. Signals that have 

huge tilt angles are difficult to analyze because the reference plane for characterizing the pit 

geometry will be skewed to one direction. The tilt was corrected by fitting the function with a 

polynomial function of the ninth (9th) order. This gives residuals without any inclination. The 3D 

surface plots of the sample before and after preprocessing are shown in (Figure 23 and Figure 24) 

respectively. The resulting leveled signal helped ensured that a common base plane was used to 

characterize the pit.  

(a) (b) 

Figure 22: (a) SEM micrograph of test sample (80 s), (b) Multicolored segmented image (80 s) 
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4.2.1 Signal Plane Correction 

 

 

Figure 23: Initial contour profile of sample and 3D colormap surface plot 

 

 

Figure 24: Final contour profile of sample and 3d colormap surface plot 
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4.2.2 Pit Analysis of Profilometer Data with Matlab 

 

The signals were processed as seen in (Figure 24) and then analyzed using  Matlab [63]. The 

analyzed area of 4 𝑚𝑚2 was selected to obtain a sufficiently large number of pits for analysis. A 

cutoff depth was selected to help identify the pits (circled). The value of the cutoff depth is 

important for the correct estimation of the pit diameter numbers. Erroneously selecting this cutoff 

value, 0.1 µm, will result in the over-estimation (Figure 25a) of the pit numbers. The cutoff depth 

value of 0.5 µm resulted in the selection of pits (Figure 25b) that do not merge. Choosing an 

excessively larger (2µm) cutoff depth eliminated shallow pits as seen in (c). The effects of the 

cutoff depth on the estimation of the number of impacts against the material is in (Figure 26). It can 

be seen that choosing a higher cutoff depth value results in less number of pits per the analyzed 

area. Moreover, as the cutoff depth (0.1 µm) decreases, the pitting rate increases. Therefore 0.5 

µm is considered a good choice for the estimation of pit parameters since a sufficiently high 

number of unmerged pits are selected. 

 

 

 

Figure 25: Influence of cutoff depth on identified pits 

𝟎. 𝟏 𝛍𝐦 𝟎. 𝟓 𝛍𝐦 𝟐 𝛍𝐦 

(a) (b) (c) 
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Figure 26: Estimation of the number of impacts for different cutoff depths 

 

 

 

Figure 27: Identification of pits based on exposure times of (a) 40 s, (b)60 s, and (c) 80s 

(a) (b) (c) 
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The distribution of the cavitation pits according to its diameter and depth are shown in Figure 28, 

Figure 29 and Figure 30. There is no clear correlation between the pit depth and diameter for each 

sample because of the random distribution of the two parameters. However, when the three 

diagrams are compared they showed one unique feature which is a significantly high number of 

pits occurring at diameters smaller 10 µm after the exposure time of 40s, 20 µm after an exposure 

of 60s, and finally 30 µm after an exposure time of 80s. The increase in exposure time thus has a 

linear relation to the numbers of pits created on the surface of the samples. Figure 30 clearly 

indicates significant pits with diameters above (60 µm). Figure 31 shows that a combined 

distribution of pits depth and diameters from the three samples.  It can be seen that larger pit 

diameters are randomly scattered with varying pit depth. Besides the number of pits created as the 

exposure time increases, it is difficult to classify the pits diameter according to the depths. This 

indicates that pits with large diameters do not always correspond to large depths and this 

conclusion has been shared in other works [63, 65].  
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Figure 28: Histogram of pit distribution with pit depth (40 s). (Cutoff depth of 0.5µm) 
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Figure 29 Histogram of pit distribution with pit depth (60 s). (Cutoff depth of 0.5µm) 
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Figure 30 Histogram of pit distribution with pit depth (80 s). (Cutoff depth of 0.5µm) 
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Figure 31: Histogram of pit distribution with pit depth. (Cutoff depth of 0.5µm) 

 

4.2.3 Estimation of Impact Force from Pit Depth and Jet Diameter 

 

From Table 3, a simulation was performed in Marc using values from the pit depth and diameter to 

determine the impact force. It was found that a jet diameter of 10 µ𝑚 could create a pit depth of 

approximately 0.95 µm with an impact force of 0.63 𝑁 and a corresponding pressure of  

7.99 𝐺𝑃𝑎. The same jet diameter (10 µ𝑚) could also generate a much bigger depth of around  

2 µ𝑚 but this will require a significantly high impact force of nearly 1.14 𝑁.  The force required 

to create any pit depth can be computed. For example, a pit depth of 0.93 um can also be generated 

by a 30 µ𝑚 jet diameter using an estimated impact force of 6.09 𝑁. This indicates that the depth 

or deformation created on the material surface does not have a high correlation with jet diameter. 

however, the force exerted on the material as well as the material properties at that particular point 

on impact determines the depths created.  
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Table 3: Simulation to determine impact force for a given pit depth 

Jet 

Diameter 

Pit Depth  

(Resulting deformation) Maximum Force Maximum Pressure 

µ𝑚 µ𝑚 𝑁 𝐺𝑃𝑎 

10 0.95 0.63 7.99 

10 1.97 1.14 14.51 

30 0.93 6.09 8.61 

30 1.96 10.82 15.31 

 

 

 

4.2.4 Number of Pit Diameters 

 

In Figure 32, the probability of generating pits with a diameter above 40 µm are less. As the 

exposure time increases to 60 s, the number of pits increase but diameters above 60 µm have low 

probabilities of occurrence. Figure 33 has a higher probability of generating pits with diameters 

less than 45 µm but showed no pits between the diameters of 60 and 80. Figure 34 shows pits 

generated after 80 s and has a significantly higher number of pits below 70 µm but pits with 

diameters above 70 µm have a low probability of occurrence.  
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Figure 32: Histogram of the pit diameter distribution (40 s). (cutoff depth of 0.5µm) 
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Figure 33: Histogram of the pit diameter distribution (60 s). (cutoff depth of 0.5µm) 
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Figure 34: Histogram of the pit diameter distribution (80 s). (cutoff depth of 0.5µm) 

 

4.2.5 Dependence of Cumulative Number of Impacts and Pit Volume on Pit Diameter 

 

In Figure 35,  the cumulative number of impacts is highest for pits with the smaller diameter and 

reduces as the diameter increases. This relation indicates an inverse proportionality between the 

number of impacts and pit diameter in a single time exposure. As the exposure time increases, the 

number of impacts also significantly increases when two different exposure times are compared. 

The sample exposed to 40 s of cavitation produced the least number of pits recorded by the 

profilometer. The gradual increase of exposure time to 60 s shows the significantly higher number 

of impacts as well as pits with much bigger diameters. After 80 s, the number of pits is seen to be 

at its highest and again produces pits with much bigger diameters as compared to pits with 60 

exposure times.  

In Figure 36, a higher pitting rate is observed in the sample with the highest exposure time. The 

number of diameters with bigger diameters are seen to increase with an increase in exposure time. 

Within the same exposure time, the number of impacts decreases with increasing diameter. This 
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means that the number of pits with bigger diameters will be less as compared to smaller sized 

diameters. The pattern overserved agrees with to the results in Figure 35. Both Sem and 

profilometry techniques can be used to quantify the pits numbers and diameters since the results 

of each method are in agreement. Fewer pits were recorded from the SEM micrographs because 

of the higher resolution used which analyzed a very small area approximately 0.03 mm2. The small 

area showed that each micrograph only showed fewer number of pits per analyzed area.  

In Figure 37, a good correlation exists between the pit volume and diameter with an R2 value of 

0.96. This relation is not totally dependent on the exposure time but may depend instead on the 

material property. From the diagram, we can relate the pit volume as a power law to the pit 

diameter by 𝑣 α 𝐷 2.2. This is only valid as an average approximation of the equivalent diameter 

because significant deviations can occur. The relation was modelled using the allometric power 

law.  
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Figure 35: Cumulative number of pits per diameter obtained from surface profilometry  

(cutoff depth: 0.5) 
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Figure 36: Cumulative number of pits per diameter obtained from SEM (cutoff depth: 0.5) 
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Figure 37: Pit volume as a function of different exposure times obtained from surface 

profilometry 

 

 

In Figure 38, the formation of pits with bigger volumes decrease within the same exposure time. It 

can be seen that the exposure time is a function of the pits numbers formed.  The volumes of pits 

formed at much higher exposure time are seen to be more than the shorter times however the 

distribution of volumes with much bigger volumes are seen to have a very small pitting rate.  
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Figure 38: Pitting rate as a function of Pit volume obtained from surface profilometry  

(Cutoff depth: 0.5 um) 
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5.0 Results Discussion 

 

The discussion of the results will be based on the two different techniques used in the analysis of 

the pits. The SEM technique revealed an increase in pit numbers as the exposure time increased. 

The longest exposure time revealed much bigger diameters than the samples which were exposed 

to the pitting test at shorter durations. The advantage of this technique allowed us to visualize the 

shapes of the pits and the ability to characterize each pit for the measurements of diameter and 

area.  

The data from the profilometer was used to estimate the number of pits and to characterize the 

distribution of pit diameter, depth and volume using a suitably determined cutoff depth. If pits 

clusters can be avoided, then the pitting rate should be expected to be proportional to the exposure 

time.  This is only true if material properties of the sample remain fairly constant within the 

exposure time and cavitation bubbles are generated in a stable fluid flow. The region around a pit 

is larger than the pit and considered to be plastically deformed. The avoidance of pit clusters 

prevents the hardening of the material by the impacting pressure wave.  Additionally, if new pits 

form in newer regions it ensures that similar impacts result in similar deformation helping avoid 

aging effects. In this way, a small area can be analyzed and used to estimate the deformation rate 

for the entire surface.  

While pit formation depends mostly on the intensity of the cavitation pressure wave, the properties 

of the material can be considered to play a significant role in the pit formation. If the material is 

strong enough to withstand the stresses from the repeated loading, then the material may recover 

from the elastic deformations. Within a plastic region, high stresses impacted on the material will 

cause significant damages which is irreversible. The influence of the exposure time on the number 

of pits as established presents a way to predict the extent of damage to the material. The initial 

onset of cavitation known as the incubation phase does not involve any material loss. The 

distribution of pit diameter is seen to increase in number as the exposure time increases. The initial 

phase of pitting usually starts with the formation of a large number of small-sized pits on the 

surface of the material. Pitting rate is seen to increase with high exposure time but the formation 

of larger volumes reduces as the pitting rate increases. The reason could be due to the work 

hardening of the material by the impacting pressure waves. This could significantly increase the 

strength of the material to withstand further losses. As the exposure time increases, the chance of 
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forming much larger deformations in the same area will likely lead to the formation of pits with 

much bigger volumes. Since the volume is directly proportional to the diameter, we expect much 

bigger diameters in an extended exposure time as compared to much shorter times when a surface 

is exposed to cavitation pressure pulses. Pits may merge around their ends to form much bigger 

pits. Plastic deformation around these large pits results in much larger deformation of the material 

as a whole. The longer the material operates in conditions which expose the surface to the effects 

of bubble impacts, the faster its surfaces erode. It is expected that the exposure time can be linked 

directly to significant mass loss from the material. Additionally, the distribution of pit diameter 

and pit depth showed that larger diameters do not always correspond to bigger pits.  The reason 

may be that pits with different shapes form making it difficult to estimate the depths of each pit by 

its diameter. This is however independent of the operating conditions.  

The simulation carried out in Marc in order to determine the magnitude of the impact force presents 

a model to understand the relationship between pit depth, jet diameter and impact force.  It has 

been determined that the depth or deformation of the material surface is significantly affected by 

the magnitude of the impact force. Bigger pit depths require a higher impact force. Different jet 

diameters will require different impact force to create an extensive deformation in the material. 

The SEM technique is a powerful visualization technique but requires an expert to analyze the 

data. At lower resolutions, it is, however, unable to capture the extent of the damage on the surface 

of the material. Repeated measurement along the entire surface may be required to be done to 

prove that the damage is uniform. The contact profilometer, however, can scan a considerably 

large enough area for comprehensive analyze. The data from the surface profile can be processed 

to estimate pit number, diameter, volume and depth of deformation. The information can then be 

used to characterize the pits.  
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6.0 Conclusion 

 

The current study researched on the cavitation bubble interaction and highlighted the effects of the 

impact of cavitation pressure waves on material properties. The experiment was carried out using 

the vibratory cavitation device to perform pitting test during incubation period. Three different 

exposure times were selected to study the intensity of cavitation bubble-wall interaction. The 

results were evaluated using two separate techniques to show the influence of exposure time on 

the number of pits as well as the distribution of diameter and volume. The influence of the pitting 

rate and the number of impacts have on pit diameter have been compared using the two different 

techniques.  The number of pits has been compared for different exposure times. It has been found 

that the power law gives a good approximation of the dependency of pit volumes on diameter. 

Pitting tests provide a fast approach to characterize pit formation according to depth, volume, 

diameter and number. The Scanning Electron Microscope offered a highly magnified image 

characterize the pit shape and size. However, because of the small area analyzed it is not 

recommended for proper statistical evaluation of the pits. The profilometry techniques is also a 

useful technique to study the relationship between the above-mentioned parameters because a large 

area can be analyzed. Further understanding of material properties and testing conditions such as 

properties of the test liquid and its temperature should be considered to accurately predict material 

damage as a result of cavitation. 
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APPENDIX A 

Images obtained on an electron microscope at different resolutions.  

   

 

 

 

Figure 39: 2.50K X SEM micrograph (Sample 60 s) exposure to cavitation bubbles 
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Figure 40: 1.00 K X SEM micrograph Sample 80 s exposure to cavitation bubbles 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 




