
84 2015, XVIII, 1

Ekonomika a management

DOI: 10.15240/tul/001/2015-1-007

Introduction
Competitive environments exist or can be 
created for a majority of human activities. This 
is true because human activity can usually be 
performed by more than one subject, and to 
incite subjects to being competitive, it suffi ces 
to compare results of their activity on the 
basis of selected criteria or features which 
characterize these results. When competition 
occurs, one may react to it in different ways. 
Trying to distinguish oneself from others is 
one reaction, striving to catch up with the 
competition or overtake it might be another 
reaction. In economy, where economic survival 
and prosperity is often the ultimate objective, it 
might be necessary to overtake, or at least catch 
up with, the competition, as being only different 
may not be perceived as a suffi cient guarantee 
of future fi nancial stability. Staying in economy, 
where human activity results in a product, and 
holding to the idea that it is advisable to have at 
least as good a product as the competition, two 
questions arise:
1. How to compare two typologically identical 

products in a competitive environment?
2. If a product is worse than another, how to 

change its features to make it competitive?

Regarding the fi rst question, it is not 
a problem to compare two products of the 
same type, as long as they are compared by 
a single criterion. The product which is better 
by that criterion is simply better overall. More 
often, however, products are compared by 
more criteria, which makes it more complicated 
to make a judgement which product is better, 
especially when one product is better than 
another by some criteria and worse at the 
same time by other criteria. In the less 
favourable case, it is possible to assign an 
aggregate value to each product so that the 
products are eventually comparable. There are 

various approaches how to determine such an 
aggregate value. One of the approaches assigns 
nonnegative weights , 1, 2, ... , ,iw i n the 
sum of which equals one, to n  criteria we work 
with when evaluating products, and the product 
aggregate value is then given by the weighted 
average 1 1 2 2 ... n nh w h w h w   , where ih  is 
an evaluation of the i-th feature of the product, 
the feature being defi ned by one of the criteria 
[5]. The features are actually criteria defi ned by 
the customer. The evaluations ih ’s are given or 
designed by the product maker. The features 
discussed may include such characteristics 
as product price, product power effi ciency, 
product battery life, and so on. If a feature can 
be looked at in more than one way (product 
colour, for instance, can be discussed in terms 
of its aesthetic value or its potentially adverse 
effect on human health), then each of these 
interpretations may represent a separate feature 
(in the case of colour, both its aesthetic value 
and its safety would represent two separate 
product characteristics). The strength of the 
weighted-average approach is clear: in a group 
of typologically identical products, each product 
is evaluated with a single number representing 
an aggregation of the product information. 
Since there is only one number that is assigned 
to each product, the products can be arranged 
from best to worst. Although not the only one, 
this approach is natural and refl ects importance 
of all the criteria considered. This type of 
aggregate product evaluation will be utilized in 
this paper, and will be considered a model that 
describes, at least approximately, the decision-
making process customers go through when 
buying a product.

As for the second question, assuming 
that a lower aggregate product value, as 
described above, means a worse product, the 
second question asks us how to adjust the 
feature levels ih ’s of a product so that its new 
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aggregate value, implied by the adjusted ih ’s, 
is higher than its existing aggregate value. To 
answer this question, the weights iw ’s must 
be known because otherwise it is impossible 
to calculate either the original or the adjusted 
aggregate value of the product. But how to set 
the weights if they are defi ned by the customer? 
It is the customer who knows which of the 
criteria is important and which isn’t. Product 
manufacturers, who would like to adjust the 
evaluations ih ’s to become more competitive, 
do not know the weights, and thus cannot know 
how to change their product characteristics 
accordingly.

This paper focuses on answering the 
second question, utilizing the model of the 
product evaluation described above. The paper 
proposes an approach which results in fi nding 
a specifi c set of weights without knowing much 
about the customer. The approach benefi ts 
from the general theory of optimization. After 
analysing the problem of weights, the paper 
completes the description of the procedure 
for fi nding the weights with a cost-effective 
way of improving the evaluations hi’s so that 
the aggregate value of the upgraded product 
was on par with the competition as cheaply as 
possible. Further, regarding the weights, the 
procedure presented in the paper is compared 
with another approach that fi nds alternative 
weights. This alternative approach offers itself 
as an answer to the second question more 
naturally than the approach proposed in the 
paper, but, in fact, it will turn out to be a less 
favourable approach, since it may often not have 
a realistic interpretation. Also, the proposed 
procedure always leads to a unique result, as 
will be shown, and this cannot be said about 
the alternative procedure. The paper contains 
examples of the theoretical results, as well. 
The examples support the validity of the theory 
proved in the paper.

Generally speaking, the procedure we are 
about to deal with technically lies in optimizing 
a mathematical expression – in minimizing 
the expression. The minimization will seek 
weights which will bring an assessment of 
one product (a worse one) to an assessment 
of another product (a better one) as close 
as possible. The decision to minimize the 
difference in assesments of two products is 
based on the effort to utilize the minimization 
in capturing market dynamics, or its change, in 
the following sense of the word: let us imagine 

that we are a producer who prospers more than 
our competitor in terms of product sales, the 
competitor serving for our business purposes 
as a certain standard. Let us assume that the 
competitor starts to overtake us in the product 
sales. Such a move necessarily suggests the 
market has changed – our product starts to 
be percieved differently by customers. We are 
interested in how such a change might look like, 
according to a model, so that we could respond 
to the change accordingly. In trying to fi nd out 
the new form of the customer perception of our 
product, we could base our inference about the 
customer on the fact that the customer evaluates 
the product somehow, and we can try to model 
this assessment in a „natural“ way, and on the 
fact that, at the moment, we do not fall behind 
the competitor too much with our product. We 
will never fi nd out how much we fall behind the 
competitor with our product, described by its 
features and their importance, nor the customer 
is likely to describe it exactly due to the amount 
of vagueness related to weights. However, we 
may approximate the currently small difference 
in the perception of our and the competitive 
product with the minimal difference in this 
perception. None the less, more mathematical 
expressions offer themselves as a description 
of the difference in the product perception which 
could be minimized. We will show, as we already 
outlined in the previous paragraph, that some 
of these expressions or approaches serve our 
purposes better than others. The minimization 
can be used as a model that helps us discover 
a potential distortion in our expectation of what 
the customer wants from our product. Maybe, 
the customer began to want something else 
than what we had expected. Of course, this 
change will also be refl ected, among other 
things, in our product sales. If the model is to 
function reasonably, it should not be used with 
too much of a delay after it begins to be obvious 
that our market position stopped being superior 
to that of our competitor.

Before presenting the approach or the 
model, let us note that different procedures to 
set weights were proposed in the past by many 
authors, using various mathematical tools. As 
early as the 1970s, Pekelman and Sen [11] 
exploited the possibility of modelling customers’ 
behaviour with the mathematical programming 
optimization, although their procedures were 
rather limited to specifi c market segments, 
particularly to cereal products. Most scientifi c 
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papers devoted to this subject dealt with 
weights which are defi ned by decision makers 
themselves who know best their subjective 
approaches to decision problems. This is not 
our situation, however. Our situation is such 
that the mind of decision makers/customers 
remains unknown to those who want to sell their 
products. To give some typical examples of the 
papers devoted to weights defi ned by decision 
makers themselves, Nutt [8], for instance, 
compared several ways of determining the 
weights by decision makers. Choo and Wedley 
[2] used the linear programming methodology 
and decision makers’ past rulings to fi nd weights 
which would lead to multicriteria problem 
solutions complying with the decision makers’ 
notion of how the solution should look like. 
Solymosi and Dombi [12] worked out a way 
of setting weights, which required information 
from decision makers in the form of inequalities. 
From more recent papers, Choo, Schoner and 
Wedley [3] were preoccupied with pitfalls of 
decision-making weights interpretation, giving 
recommendations to decision makers how to 
proceed when defi ning weights. A step towards 
working with weights without prior information 
appeared in a hybrid approach introduced 
by Ma, Fan and Huang [7]. The approach 
combines objective information and subjective 
knowledge to determine weights; the procedure 
still requires some specifi c knowledge of the 
decision maker’s behaviour. Most recently, the 
scientifi c progress in the fi eld of multicriteria 
decision-making has focused on modelling the 
uncertainty embedded in the lack of information 
with fuzzy sets and numbers. These approaches 
either require all or some information on the 
weights. Wang, Li and Wang [15] presented 
such approach, their procedures requiring 
some information from decision makers in the 
form of inequalities. Luo et al. [6] presented an 
approach with known weight information, the 
approach being based on weighted correlation 
coeffi cients in an interval-valued intuitionistic 
fuzzy environment. A similar, but improved 
approach applied to group decision-making 
was proposed by Park et al. [10]. The approach 
requires some information on attribute weights 
to be known. Finally, a fuzzy approach based on 
an interval-valued intuitionistic fuzzy decision 
matrix, was introduced by Ye [16].

As can be seen, the research has been 
centred largely on methods which require at 
least some information on criteria weights. 

Some methods have been presented, which 
are very general and do not require much 
information on weights, as is the case of Ye [16]. 
However, this method, for instance, suggests 
that a special fuzzy decision matrix is available 
from the decision maker who solves the problem. 
In our case, it is hard to imagine that a customer 
will have a good enough command of the fuzzy 
set theory to be able to provide the product 
maker with such an input matrix. In light of that, 
our approach, as will be seen, is simpler, and 
doesn’t require any specifi c prior information on 
the weights from the customer; it rather draws on 
general information about his behaviour which is 
refl ected in the product sales.

1.  Weights
In this section, we derive a set of weights 
which the customer might potentially use to 
assess the importance of individual product 
features, or decision criteria, and judge on the 
aggregate value of the entire product, using 
the weighted average technique. We derive 
the set of weights generally and explicitly, 
drawing on matrix properties and optimization 
techniques. Technical details concerning the 
matrix properties are contained in the appendix 
to this paper. Throughout the text, the following 
is assumed to hold true for the subsequent 
procedures to be correct:

1. We improve a product with an aggregate 
value 1 1 2 2 ... n nb w b w b w   , where ib  is 
a positive evaluation of the i-th quantitative 
product feature. This prerequisite 
automatically assumes that it is possible 
to calculate the aggregate value in the 
fi rst place, i.e. no different physical units 
are considered here. Each evaluation, 
which may result from a test performed 
for customers by a scholarly journal using 
an evaluation scale without physical units, 
is in fact determined by product makers in 
their production process. The symbol iw  
represents the i-th weight defi ned for the 
i-th criterion or feature by the customer. 
We shall often refer to this product as 
our product in the paper. Our product is 
compared to a competitive product valued 
at 1 1 2 2 ... n nc w c w c w   , where ic  is 
a positive evaluation of the i-th quantitative 
feature of the competitive product. The 
same set of features or criteria and weights 
is used for both products.
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2. A higher value of the i-th product feature 
means a better product feature.

3. , 1, 2, ... ,i ib c i n  , that is 
k k k kk k
b w c w  . It must be stressed 

that this condition may not be as strict as 
it seems at a glance. If a product feature 
violates the condition, which actually means 
that our product is better by that feature 
than the competitor’s product, it probably 
won’t be something that matters much to 
the customer given the fact that we still 
experience lower product sales. It may then 
make sense to leave out this characteristic 
from further analysis since it is not relevant, 
and the condition 3) will be met without 
much harm done to the entire modelling. 
We can even get an idea whether such 
a feature, say the i-th feature, is important 
or not by solving the following simple 
linear problem: maximize iw  subject to 

1k kw   and .k k k k k kb w c w   If 
the maximized value of iw  is smaller than 
a predetermined number, say 0.1, we may 
abolish this feature.

4. We work with a real Euclidean metric space, 
whenever metric properties occur in the text [9].

5. We assume that we are in a market where 
customers percieve the product consistently, 
i.e. the weights assigned to the product 
features are similar across the customers. If 
a product feature is important to a selected 
customer, the importance being expressed 
by the corresponding weight, that feature 
is also important to a similar extent to 
most other customers. An analogy holds 
true for less important product features. If 
this prerequisite was too far removed from 
reality, there would not be much sense in 
dealing with the techniques we are about 
to describe, as each customer would take 
a severely different approach to the product 
characteristics. In this case, it would not 
make sense to model the weights assigned 
to the product by the whole market because 
such a model would probably be too rough. 
The prerequisite will defi nitely be more 
easily met in an electronics market, where 
certain trends are fairly obvious, regarding 
what customers like and dislike about 
a product, rather than in a highly subjective 

market, such as the one with paintings and 
other works of art, for instance. No real 
trends in product perception exist in the 
latter market.

Given the assumptions, let us now return 
to the problem of weights. Finding weights, 
as proposed in this paper, benefi ts from 
the following property: if , 1, 2, ... ,ia i k , 

1k  , are positive numbers, the symmetric 
( 1) ( 1)k k    matrix

1

2

1

k k k

k k k

k k k k

a a a a
a a a a

a a a a

 
  
 
   





   


 
 (1)

is positive defi nite, and thus has an inverse, as 
well. A proof of this statement is in the appendix.

We shall use the matrix property just 
described to fi nd the weights. First, let us look 
back at the aggregate value of our product, given 
by the expression 1 1 2 2 ... n nb w b w b w    . We 
could fi nd weights , 1, 2, ... ,iw i n , which 
solve the optimization problem

 
1 2

2

[ , , ..., ]
min ,

n
i i i ii iw w w S
b w c w

 
 w  (2)

where

1
: 1, 0, 1, 2, ... , .
n

n
i i

i
S R w w i n



 
     
 

w
  
(3)

This approach is very tolerant of the extent 
to which our product falls behind the competitive 
product. This approach implicitly assumes that 
our product falls behind the competitive product 
as little as possible in the sense given by (2). 
It is an optimistic outlook on how the customer 
assesses the inferior product. The customer 
prefers a different product, the competitive one, 
to our product that we want to improve, but only 
a little. The difference in the product evaluation 
is modelled as minimal. This procedure seems 
very natural, if one is an optimist, but the 
opposite will later turn out to be true – this 
procedure is not very natural. We are going to 
propose another optimistic concept: defi ning

 2 , 1, 2, ... ,i i ia c b i n    (4)

and using for convenience the notation

1 2( , , ... , ),nw w ww   (5)
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we are looking for weights which instead solve 
the following problem

2

1
minimize ( ) on .

n

i i
i

f a w S


 w
  

(6)

The concept given by (6) is different. 
Looking at the overall value of our product 
given by 1 1 2 2 ... n nb w b w b w   , we see 
that each term in this summation can be 
viewed as a contribution to the overall value 
of the product. Let us defi ne a vector of 
contributions 1 1 2 2( , , ... , )n nb w b w b wb  for 
our product and a vector of contributions 

1 1 2 2( , , ... , )n nc w c w c wc  for the competitive 
product. Doing so, we optimize the function 
on the same set as before, but this time 
the optimization or minimization concerns 

the expression 
2

c b , where the norm is 
Euclidean, as assumed. Therefore, we actually 
minimize an Euclidean distance between two 
vectors of contributions to the overall product 
value.

Let us solve the optimization problem given 
by (6). The coeffi cients ia ’s are positive by 
assumption 3. The set S  is clearly bounded, 
since each weight is smaller or equal to 1 and 
nonnegative. The set S  is also closed. To prove 
this, one needs to show that any point nRw  
whose distance from S  is zero belongs to S [9]. 
Given a point nRw  at a zero distance from S , 
a sequence   1k k




w  of points kw  from S  exists 

such that lim kk
w w [9]. Thus, for the function 

1
( ) 1n

ii
h w


 w , ( ) lim ( ) 0kk

h h


 w w , 
since the function is continuous. Also, k w 0  
implies w 0. Therefore, Sw .

Since the function to be minimized is 
continuous everywhere and S is closed and 
bounded, the optimization problem (6) has 
a solution. We will show that this solution 
is unique: It is obvious that (6) is a convex 
problem, and so, to fi nd its global solution, it 
suffi ces to fi nd its local solution. We will fi nd 
a local solution, and since the function in (6) is 
strictly convex everywhere, the local solution 
will defi ne the unique global solution. To solve

min ( )
S
f

w
w ,

 
(7)

we shall, however, solve a simpler problem

*
min ( )

S
f

w
w ,

 
(8)

where

*

1
: 1 .
n

n
i

i
S R w



 
   
 

w
  

(9)

As we shall see, the solution 

*

* arg min ( )
S

f



w

w w
 

satisfi es * *S S w . 

Since 
*w  will solve the problem on a “larger” 

set, and belongs to S , it will also solve the 
original problem. Let us solve the alternative 
problem given by (8) and (9) by fi nding its 
unique local minimum. To do so, we use the 
substitution 

1

1
1 n

i ni
w w


  . As is known, the 

substitution converts the constrained problem to 
an unconstrained one. Inserting the substitution 
in ( )f w , this function is transformed into

1 1
2 2

1 2 1
1 1

( , , ... , ) (1 ) .
n n

n i i n i
i i

g w w w a w a w
 


 

   
 

(10)

If a local minimum of g is achieved at a point 
* * * *

1 2 1( , , ... , )nw w w w , the set of equations

*( ) / 0, 1, 2, ... , 1ig w i n    w
  

(11)

must hold, or

1
* *

1,
( ) , 1, 2, ... , 1.

n

j n j n k n
k k j

a a w a w a j n


 

     
 (12)

In matrix notation, we work with equations

*
1
*
2

*
1

,

n

n

nn

aw
aw

A

aw 

   
   
       
        



  

(13)

where A is the matrix (1). Since the matrix has 
its inverse (see the appendix),

*
1
*

12

*
1

n

n

nn

aw
aw

A

aw





   
   
       
        



  

(14)

is the only solution to equations (13). Further, 
since the Hessian matrix

2 *( ( ) / ) 2ij i jH h g w w A     w
 

(15)
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is positive defi nite, * * *
1 2 1( , ,..., )nw w w   is the 

point where g attains its strict local minimum, 
and thus

*

* * * * *
1 2 1arg min ( ) ( , ,..., , ),n n

S
f w w w w


 

w
w w

 
(16)

where
1

* *

1
1 .

n

n k
k

w w




 
 

(17)

Selecting any one j-th equation in (12), we see 
that there exists an index  1, 2, ... , 1l n   
such that * 0lw  . In the opposite case, if each 

* , 1, 2, ... , 1jw j n  , was nonpositive, the j-th 
equation (18) could not hold, since its right-hand 
side is positive. The l-th equation, 1 1l n   ,

* *
l l n na w a w

 
(18)

then implies that 
*
nw  is positive, and thus 

also each * *( / ) , 1, 2, ... , 1j n j nw a a w j n    , 
is positive. In other words, * Sw , and *w  
therefore solves the original problem min ( )

S
f

w
w . 

It is also the only solution to the original problem 
because ( )f w  is strictly convex everywhere.

Returning to our product, the customer 
evaluates the product, according to our concept, 
by the number * w b , where 

*w  satisfi es (14) 
and (17) and 1 2( , , ... , )nb b bb  is the vector 
of individual evaluations of the product features. 
The competitive product is valued at * w c  by 
the customer, where 1 2( , , ... , )nc c cc  is the 
vector of individual evaluations of the competitive 
product features. We have * * w b w c  by 
assumption 3. Our next objective is to catch up 
with the competition in a cost-effective way, as 
was outlined at the beginning of the paper. To be 
more precise, we are looking for a new vector of 
evaluations new , 1 , 2 ,( , , ... , )new new new nc c cc  of 
our product features, for which 

* *
new w c w c . 

Assuming that we want to achieve this objective 
without degrading the current parameters of our 
product, i.e. new c b  is required, the change 
of our product features will cost new( )P c b , 
where 1 2( , , ... , )nP P PP  is the vector of prices. 
Each price contained in P represents expenses 
on the unit improvement of the corresponding 
product feature. If we want to minimize these 
costs, which is what would mean cost-effective 
in our concept, we additionally need to solve the 
linear program

newmin ( )
newc

P c b
  

(19)

subject to 

* *
new,new  w c w c c b

  
(20)

2. Alternative Approach
As mentioned earlier, weights that minimize
the expression 

2
c b , where

1 1 2 2( , , ... , )n nb w b w b wb  and

1 1 2 2( , , ... , )n nc w c w c wc , are found. From the 
mathematical point of view, however, it might 
seem more natural to seek the weights that 
solve the problem

min ( )
S
h

w
w ,

 
(21) 

where
2

1 2
1 1

( ) ( , , ..., ) .
n n

n i i i i
i i

h h w w w c w b w
 

    
 
 w

 
 (22) 

It is another optimistic approach to fi nding 
the weights, since this approach assumes that 
the aggregate value of our product falls behind 
that of the competitor, but not much, and the 
amount “not much” is modelled by (21). This 
procedure, however, presents complications if 
it is compared to the earlier procedure. When 
fi nding the weights, we preferred a solution 
which would be unique. Although not explicitly 
said, we also preferred a solution in which all 
product features were considered, if possible, 
i.e. their weights were positive. Otherwise, it 
doesn’t make much sense to work with all the 
criteria. The solution to the optimization problem 
(21), however, does not often meet these 
requirements, and thus renders itself a less 
favourable procedure. To see these drawbacks, 
let us fi rst consider a case when i ic b k   for 

1, 2, ... ,i n , where k  is a constant. Then

2
2

1 1 1 1

n n n n

i i i i i j
i i i j
c w b w k w w

   

 
   

 
  

 
1 1

2 2 2

1 1 1 1
(1 )

n n n n

i j i j i
i j j i

k w w w w k w k
 

   

 
     

 
   

on *S . (23)
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Thus, 1 2( , ,..., )nh w w w being constant 
on *S S , the problem (21) has no unique 
solution. Further, setting fi rst 2n   for 
simplicity, and having by assumption 

1 1 1 0k c b    , 2 2 2 0k c b   , 1 2k k , the 
function 1 1 1( ) ( ,1 )g w h w w  satisfi es

2
1 1 1 2 2 1 2( ) 2 ( ) 2 ( )g w w k k k k k     , (24)

which is certainly positive for 1 2k k  and 

1 0w  , or negative for 1 2k k and 1 [0,1]w   . 
Therefore, there cannot be a minimum of 

1 2( , )h w w on S such that 1 20 1, 0 1w w     , 
because if there was, it would be a local 
minimum of 1 1 1( ) ( ,1 )g w h w w  , and the 
derivative 1( )g w  would be zero. The only 
point from S in which 1 2( , )h w w  can attain its 
minimum is therefore at a vertex of S, or at an 
extreme point of S . In the more general case, 
let us write

2 2

1 2
1 1 1

( , ,..., )
n n n

n i i i i i i
i i i

h w w w c w b w k w
  

   
      
   
  

21 1

1 2 1
1 1

(1 ) ( , ,..., ).
n n

i i n i n
i i
k w k w g w w w

 


 

 
    
 
 
 (25)
We have

   1 2 1
1 1 2 2

( , ,..., )
2 ...n

n n
l

g w w w
k k w k k w

w


     


   1 1 , 1 1.n n n n l nk k w k k k l n       

 
(26)

If we assume , 1 1n lk k l n     , the set of 
equations 1 2 1( , ,..., ) / 0, 1 1,n lg w w w w l n     
does not have a solution satisfying 

0, 1 1,iw i n     since the coeffi cients 
'ik s are assumed to be positive. We could 

have also used a different substitution than 
1

1
1 n

n ii
w w


  , however; 1 2

1 n
ii

w w


   , 
for instance, which would give us a function 

2 3( , ,..., )ng w w w  having derivatives

   2 3
2 1 2 3 1 3

( , ,..., )
2 ...n

l

g w w w
k k w k k w

w


     
  

   1 1 1 , 2 .n n lk k w k k k l n     

 (27)

Again, assuming 1 , 2lk k l n    , the set of 
equations 2 3( , ,..., ) / 0, 2 ,n lg w w w w l n    

does not have a solution satisfying 
0, 2 .iw i n   It follows from here that 

whenever there is a unique minimum among 
the numbers , 1, 2, ... ,i i ik c b i n   , the 
problem min ( )h w  on S  does not have 
a solution in the interior of S . If it had, the point 
would be a local minimum of h(w) not only on 
S , but also on *S S . This would mean, 
however, that the “projection“ g , constructed 
from ( )h w through a suitable substitution, 
would have its derivatives equal to zero at that 
point. This possibility has just been ruled out for 
many cases, using various substitutions. If there 
is a solution to the problem min ( )h w  on S , it 
is not in the interior of S in many cases, and so 
it must be on the boundary of S in those cases, 
making itself an extreme solution. These cases 
are documented in the examples that follow.

We see that the procedure which seemed 
more natural is, on the contrary, more artifi cial. 
It does not always have a unique solution, and 
if it does have a solution, the solution is in 
many cases too extreme to be a good model of 
customers’ preferences – it does not take into 
account all the criteria.

3. Examples
What follows is a series of examples working 
with four different criteria. In the examples, we 
fi nd the weights, using the approach proposed 
in the paper. We also use the Solver module 
of the Excel spreadsheet programme to see 
that the procedure is correct. The computer 
result serves as an empirical verifi cation of the 
validity of the explicit and existing mathematical 
solution. The weights in the examples are also 
found by the alternative approach, using the 
Solver. The examples show that all the points 
presented in the paper hold: our explicit formulas 
for calculating the weights and the extreme or 
unnatural character of the solution provided in 
many cases by the alternative approach.

3.1 Example 1
Set (7, 5, 2, 9), (5.2, 2.7, 1.1, 6.4) c b , i.e. 

1 2 3 4( , , , ) (3.24, 5.29, 0.81, 6.76)a a a a a . 
We have

1*
1 4
* 1
2 4
*
3 4

10 6.76 6.76 6.76 0.164156
6.76 12.05 6.76 6.76 0.100542
6.76 6.76 7.57 6.76 0.656624

w a
w A a
w a





         
                      

                 

and * * * *
4 1 2 31 0.078678.w w w w       

These are also the values returned by the 
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Solver. If the same product feature levels were 
used to fi nd the weights with the alternative 
approach, the alternative approach would 
give the result 1 2 3 4( , , , ) (0, 0,1, 0)w w w w    
according to the Solver.

To catch up with the competition, we are 
solving the problem min P(cnew – b)ʹ

cnew
 subject 

to * *
new new,  w c w c c b , where the vector of 

expenses P is known and specifi ed beforehand. 
Let us assume for our illustrative purposes that 

(50, 30, 40, 45)P . Then the linear problem 
is optimized for the proposed weights by the 
vector new, optimal (5.2, 2.7, 3.11, 6.4)c  , the 
result being obtained by the Solver, for instance, 
and the cost of the change amounts to 80.5 
currency units.

3.2 Example 2
Setting the vectors of product features 

(3.56, 8.12, 7.81, 4.35), (2.18, 7.15, 6.13, 3.03) c b  , 
i.e.

1 2 3 4( , , , ) (1.9044, 0.9409, 2.8224, 1.7424)a a a a a , 
gives the weights

1*
1 4
* 1
2 4
*
3 4

3.6468 1.7424 1.7424 1.7424 0.208692
1.7424 2.6833 1.7424 1.7424 0.422398
1.7424 1.7424 4.5648 1.7424 0.140814

w a
w A a
w a





         
                      

                 

and 
* * * *
4 1 2 31 0.228096.w w w w      

These are also the values returned by the Solver. 
If the same product individual evaluations were 
used to fi nd the weights with the alternative 
approach, the alternative approach would 
give the result 1 2 3 4( , , , ) (0,1, 0, 0)w w w w      
according to the Solver.

As earlier, we need to 
change the product features to 

new, optimal (2.18,10.075, 6.13, 3.03)c  for 
87.74 currency units if the proposed weights 
are used, and we want to stay competitive.

Conclusions
This paper dealt with the desire to establish 
product features that would lead to a competitive 
product. What is competitive and what is not 
is entirely defi ned by customers, therefore 
companies can only guess at this defi nition, 
or put another way, they can only model the 
customers’ behaviour. A very natural model 
exists in the framework of multicriteria decision-
making, which evaluates the whole product with 
a weighted average, the weights in the average 
being defi ned by the customer, and the averaged 

terms being values of the individual features of 
the product. These values are what makes up 
the product design. The paper presented a way 
of modelling the weights, which are otherwise 
usually unknown, so that companies could 
adopt changes to their product features and 
make them more competitive. Such a model 
of weights refl ects a specifi c behaviour of the 
customer, and can be used in instances when 
companies believe that this behaviour could 
be in place. These instances include situations 
when the customer’s evaluation of two products 
is very similar. This happens, for example, 
when a company begins to leave the stage of 
saturation in its business cycle. The approach 
of modelling the weights was compared to 
another approach that perhaps crosses one’s 
mind in a more straightforward way, and can be 
thus considered more natural. The paper has 
shown, however, that the opposite will often be 
true, and the alternative approach will often be 
unsuitable for such modelling purposes.

At the very end of the analysis it is also 
necessary to note that customer satisfaction 
depends not only on the product itself, but also 
on pre-production and post-production services 
for which alternative ways of improvements 
would probably be more appropriate, given the 
qualitative rather than quantitative character 
of the services. Such alternative procedures 
include, for instance, techniques derived from 
Taguchi methods [13], [14].

Appendix
We shall prove the statement: if , 1, 2, ... ,ia i k  ,

1k  , are positive numbers, the symmetric 
matrix (1) is positive defi nite, and thus has an 
inverse, as well. To show the validity of this 
statement, we use induction. For 2k   and 

3k  , the corresponding determinants of (1) 
are positive, and the statement for such k  
follows from the Sylvester’s criterion [4]. Let us 
assume the statement holds for every integer 
from 2 up to an integer 1, 4k n n   , and let 
us show that if this is the case, the statement 
also holds for the subsequent integer k n , i.e. 
the matrix

1

2

1

n n n

n n n

n n n n

a a a a
a a a a

A

a a a a

 
    
   





   


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is positive defi nite. Subtracting the second-to-
last row of A  from the last row of A  implies 

1

2

1

det

n n n

n n n

n n n n

a a a a
a a a a

A

a a a a




 







   



1

2

2 10 0

n n n

n n n

n n

a a a a
a a a a

a a 




 



 

 

    



1

1

22 2
1

2

( 1)

n n n

n n nn
n

n n n n

D

a a a a
a a a a

a

a a a a









    







   




2

1

2
2 3

2

3

( ) ( 1)

n n n

n n n
n

n

n n n n n

n n n

D

a a a a
a a a a

a
a a a a a
a a a









     


 

 

    



 


1 2 .D D 
The term 1D  is positive, since 1na   is 

positive by assumption, 2 2n   is even for any 
integer n , and the determinant appearing in 1D  
is positive by the induction assumption. As for 
the term 2D , subtracting the second-to-last row 
of the matrix appearing in 2D  from its last row, 
we have

1

2

3

n n n

n n n

n n n n n

n n n

a a a a
a a a a

a a a a a
a a a









 

 

    



 

1

2

3

30 0 0

n n n

n n n

n n n n n

n

a a a a
a a a a

a a a a a
a








 




 

 

    





1

2
2 5

3

4

( 1) .

n n n

n n n
n

n

n n n n n

n n n

a a a a
a a a a

a
a a a a a
a a a









    


 

 

    



 
                                           

Repeating this procedure, we see that

5 7 2 3
2 2 3 2

3 terms3 terms

( ) ( ) ... ( ) ( 1) ( 1) ... ( 1) n
n

nn

D a a a 




              


                           

1 .n n

n n

a a a
a a




 
2

5 7 9 ... 2 33
2 1

2

( 1) ( 1)
n

nn
n i n

i
D a a a


    




 
       

 
 .

  

The sign of 2D  depends only on the expression 

 5 7 9 ... 2 33( 1) ( 1) nn        . If n  is even, 5n  ,

 5 7 9 ... 2 33 3 5 ( 2)( 4)( 1) ( 1) ( 1) ( 1) 0nn n n n                ,                                      

since ( 3) 5 ( 2) ( 4)n n n       is even. If n  
is odd, 5n  , 

 5 7 9 ... 2 33 3 ( 1)( 3)( 1) ( 1) ( 1) ( 1) 0nn n n n               ,
                                       

since ( 3) ( 1) ( 3)n n n      is even again. The 
determinant of A  is therefore positive in either 
case, implying that A  is positive defi nite by the 
Sylvester’s criterion. 
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Abstract

MULTICRITERIA DECISION-MAKING WEIGHTS 
AND A COMPET ITIVE PRODUCT DESIGN

Filip Tošenovský

The paper presents a general way of improving product features so that products were more 
competitive. The presented concept fi rst represents the general standard of a product to be 
improved by a weighted average of the product feature levels, thus drawing on concepts from 
multicriteria decision-making theories. The paper then models the weights appearing in the average 
so that the average could be calculated, and the product could be improved, achieving at the same 
time that the modelled weights refl ect a specifi c behaviour of the customer who is the ultimate judge 
of the product quality or standard. The reason for doing so is the fact that it is the customer who 
defi nes the weights which attach importance to each product feature. Since the behaviour of the 
customer is unknown, the weights are unknown, and must be modelled. If the weights are modelled 
in such a way that the resulting model refl ects a specifi c customer behaviour, companies may 
refer to this model, when improving their products, provided there are reasons to believe that such 
a specifi c customer behaviour is occurring in the market. The approach to modelling the weights 
presented in the paper is compared to another approach for fi nding the weights, the alternative 
approach offering itself as a more natural way for these purposes. The paper shows, however, 
that the alternative approach lacks some desirable properties that the approach proposed in the 
paper is able to provide. The concepts presented in the paper are proved generally, using known 
mathematical optimization techniques, and the proved theory is accompanied by examples which 
support the validity of the general statements.

Key Words: Product evaluation, weighted average, weights, optimization, weight interpretation, 
cost-effective product improvement.
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