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Anotace

Tvorba slovniki a jazykovych modell pro automaticky
prepis zpravodajskych poradu

Disertacni prace
Ing. Dana Nejedlova

Tato disertaéni prace se zabyva jazykovou casti problému automatického rozpoznavani
zpravodajskych poradii.

Kapitola ¢. 1 obsahuje motivaci k feSeni problému rozpoznavani souvislé feci.

Kapitola ¢. 2 se snazi vysvétlit slozitost ilohy rozpoznavani souvislé feci.

Kapitola ¢.3 pfedstavuje systém pro automaticky prepis zpravodajskych poradii vyvinuty
v laboratofi SpeechLab.

Kapitola ¢. 4 podava prehled publikaci zjinych laboratoii tykajicich se tématu této
diserta¢ni prace.

Kapitola ¢. 5 uvadi cile této disertacni prace. Tyto cile jsou:

. Ptiprava textového korpusu,

. Sestaveni slovniku obsahujiciho nékolik stovek tisict slov,

. Foneticka transkripce slov ve slovniku,

. Vypocet riiznych bigramovych jazykovych modeld,

. Ptiprava testovaci databaze promluv,

. Testovani slovniku, jazykovych modelii a parametrii rozpoznavade na testovaci databazi,
. Vytvoreni kritérii pro méfeni kvality vystupu rozpoznavace.

Kapitola ¢. 6 vysvétluje teorii nezbytnou k dosazeni cilii této prace a popisuje aplikaci této
teorie na konkrétni problémy feSené v laboratofi SpeechLab. Tato kapitola je strukturovana
podle cilti diserta¢ni prace.

Kapitola ¢.7, ktera je také strukturovana podle cili této prace, uvadi vysledky
experimentd.

Kapitola ¢. 8 shrnuje, co bylo udélano béhem vyzkumu popsaného v této praci a co by
meélo byt udélano v budoucnu.
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Annotation

Creation of Lexicons and Language Models for
Automatic Broadcast News Transcription

Dissertation Thesis
Ing. Dana Nejedlova

This dissertation thesis deals with the linguistic part of the problem of automatic recognition
of broadcast news.

Chapter 1 contains the motivation to solve the problem of continuous speech recognition.

Chapter 2 tries to explain the complexity of the problem of continuous speech recognition.

Chapter 3 introduces the system for broadcast news transcription developed at SpeechLab.

Chapter 4 reviews various publications from other laboratories concerning the topic of this
thesis.

Chapter 5 presents goals of this thesis. The goals are:

1. Preparation of text corpus,

2. Compilation of vocabulary containing several hundred thousand words,

3. Phonetic transcription of the words in the vocabulary,

4. Computation of various bigram language models,

5. Preparation of test speech database,

6. Testing of vocabulary, language model, and recognizer’s parameters on the test speech
database,

7. Developing the criteria for measuring the quality of the recognizer’s output.

Chapter 6 explains theory necessary to reach the goals of this thesis and describes the
application of this theory on particular problems solved in SpeechLab. This chapter is
structured according to the thesis goals.

Chapter 7, which is also structured according to the goals of this thesis, presents
experimental results.

Chapter 8 summarizes what has been done in the research described in this thesis and
what should be done in the future.
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Chapter 1
Introduction

This thesis deals with automatic writing down of spoken news from audio signal. The field of
speech processing has a common term for it, “broadcast news transcription”. It is a special
case of the more common task called “continuous speech recognition”.

Continuous speech recognition (CSR) is as well a special case of speech recognition.
Automatic speech recognition (ASR) began in the 1950s when Bell Labs introduced the first
speech recognition system that was able to discern digits (numbers) spoken by a single
speaker, with long isolated (discrete) pauses [1]. Not less than 20 years had elapsed until the
first systems capable of continuous speech recognition appeared. This thesis somewhat
enlightens the reason why this development has taken such a long time.

The first widely known project of continuous speech recognition was started in the USA
in 1971. It was called Speech Understanding Research (SUR) project and was funded by the
U.S. Department of Defense’s Advanced Research Projects Agency (ARPA—later renamed
DARPA). The results of this project were systems called HEARSAY-II and HARPY, both
publicized in 1980. See [1], [2], and [3] for details.

Broadcast news transcription is a part of activities that become more important with the
increasing amount of multimedia (audio & video) information that is generated by our
civilization. We should be able to retrieve useful information from our vast resources of
archived news in audio & video format. Broadcast news transcription turns the audio part of
the data into text. There is also the possibility of using the video part of the signal, see e.g. [4],
in solving this task. Once the information is in text form, it can be prepared for information
retrieval using key words. Perhaps, the most important project of this kind is called
“Informedia” (Integrated Speech, Image and Language Understanding for Creation and
Exploration of Digital Video Libraries) established by Carnegie Mellon University and
launched in 1994 [5].

This thesis deals with broadcast news transcription that utilizes only audio data.
Considering the many subtasks involved, like signal preprocessing, training of acoustic
models, or recognizer designing, we focus here on lexical, phonetic, and grammatical aspects
of the problem.

We should also explain the terms “recognizer” and “speech recognition system”. These
terms are synonyms, and we understand by them software that is run on a personal computer.
For the sake of completeness, we should also mention that whenever we use the term
“recognition”, we mean by it “automatic recognition”, i.e. recognition performed by some
automatic recognizer. Speech recognition/recognizer is sometimes also called “speech
decoding/decoder”. Recognition is mapping of the acoustic speech signal to text without the
need to understand the meaning.



Chapter 2
Why Is Continuous Speech Recognition So Difficult?

2.1. Discrete Speech Recognition

The first recognizers were able to recognize words spoken with pauses. Uttering a single word
and waiting for the recognizer’s response or speaking with regular pauses is called “discrete
speech”. Sound is the changing of air pressure in time. Computer representation of sound is a
succession of numbers expressing the values of air pressure measured in discrete regular
intervals dense enough to capture the meaning or reproducibility of sound. We call this
representation “acoustic signal”. Silence (caused by making pauses between words) is easy to
recognize. That is how we can automatically divide the signal into segments that are supposed
to mean single words.

The recognizer has a list of words into which it can classify the input words. This list 1s
called the lexicon, vocabulary or dictionary. Each word in the list has an acoustic model that
resides in the recognizer’s memory. The signal segment representing a single word is
compared with every acoustic model. The word that belongs to the most similar model is
chosen for the output. We must take into account that the same word can be spoken in a
number of fashions even if it is uttered by the same person. That is why discrete recognizers
have often many models representing the same word.

To make the process of matching of models with acoustic signals more feasible, both the
signal and the models are represented in a compressed form that i1s composed of the
succession of the so-called “acoustic feature vectors”. These feature vectors and the methods
of their computation are a result of laborious research that had in scope finding out how to
extract features that are crucial for the description of acoustic form of speech.

Now we describe briefly the advances that had to be achieved to accomplish discrete
speech recognition and in the next section we compare them with the findings necessary for
continuous speech recognition.

The list of advances necessary for discrete speech recognition:

1. Computer representation of sound
2. Feature extraction
3. Algorithms for matching succession of features with models of words

2.2. Continuous Speech Recognition

Continuous speech 1s natural speech. In normal speech in most languages words follow each
other without interruptions. People can discern word boundaries only when they know the
vocabulary and sometimes also the meaning. (In some languages they can also orient
according to stresses and melody.)

The initial research of continuous speech recognition, having in its foundation the findings
of discrete speech recognition, had to consider that continuous speech recognition is a task
where the right succession of the right words should be found that minimizes the distance



between the acoustic model of this succession and the succession of features of input acoustic
signal. It should also be considered that single words in the recognizer’s vocabulary usually
have many acoustic models. Such a task can be solved by search methods known from the
scientific field of artificial intelligence. The aim of these methods is usually to solve
combinatorial problems that are impossible to solve by brute force algorithms that would find
optimal solutions. Instead, they try to find sub-optimal (close to the best solution) solutions by
reasonably quick algorithms. They offer the usual tradeoff between the time spent on
computing and precision.

The input signal must be divided into sequences containing several words. A sentence
may be an ideal unit. Exceedingly long sequences may take too much time to process.
Broadcast news transcription (BNT) as a sub-field of continuous speech recognition requires
also the exclusion of the audio segments that do not contain speech because the recognizer
could decipher these segments into words (even if the common practice for the recognizers is
that they have also acoustic models of noises). Omitting of non-speech segments is important
also for saving the time for speech recognition because many applications require real-time
processing.

Initial recognition experiments using all the processes mentioned above had very poor
results, because the search space was too large. Such problems can be solved by changing the
representation of data rather than by finding new search algorithms. The new representation
of acoustic models called Hidden Markov Models (HMM) has significantly improved the
recognition. According to [2] and [3], HMMs were first applied to speech recognition in the
1970s.

HMMs decompose words into states changing in time. These states can be determined by
the so-called vector quantization but they may also correspond to phonemes. Phonemes are
sound units of speech defined by the scientific field of phonetics. The speech-recognizing
community has finally adopted the practice of dividing the speech signal into phonemes,
quantizing feature vectors of single phonemes, assigning each phoneme to its HMM that has a
small number of states (usually 3), and training HMMs of individual phonemes on a large
number of examples of these phonemes in various contexts and sound conditions to make
them robust.

Acoustic models of words are now a concatenation of HMMs representing the phonemes.
Words in recognizer’s vocabulary are linked to their acoustic models via the so-called
phonetic transcriptions. Phonetic transcription is a succession of phonemes that constitute the
acoustic form of the word. Phonetic transcription is also the process of assigning the
succession of phonemes to words. This process should be automated because the number of
words in the vocabulary may be very large. Details about automatic phonetic transcription are
a part of this thesis.

Many words are phonetically similar. Humans understand speech by matching the
hypotheses of perceived words with usual context in which they have heard these words
before. The human mind has an incredible capacity for processing this kind of information.
This ability may be the reason, why computers still lag behind humans in speech recognition.
[t has become inevitable to incorporate some knowledge about usual context of words into
speech recognizers. This knowledge is called the language model (LM) and can be in the form



of either templates of parts of speech that describe possible grammatical structures, or
probabilities of the succession of selected words. The former type is called a rule-based LM.
The latter type of LM, called n-gram LM, is more flexible and more widely used. The n-gram
language model was introduced into speech processing in the 1950s but its advantage over
some other ways of representation of grammatical knowledge was not fully recognized until
the 1970s [6] (pp. 230 — 231). Selected kinds of n-gram language models are a subject of
detailed investigation in the following parts of this thesis.

With solving more demanding tasks, like recognition of speech on unpredictable topics,
the methods of building of recognizer’s vocabularies has gained importance. Today, words for
the lexicons for recognizers are selected from the most frequent words found in very large
amounts of electronic text called “text corpus” or simply “corpus”. The corpus is also used for
the assessment of probabilities in the n-gram language models mentioned above. In the time
when the field of speech recognition had just begun, only a limited quantity of texts were
available in electronic form. Hence, another reason why successful realization of continuous
speech recognition has taken such a long time. Building of the vocabulary is also a subject of
this thesis.

Finally, a sizeable amount of programming and recognition experiments should be done to
make all these new discoveries work well together. The basic principles of either discrete and
continuous speech recognition are compiled for Czech readers in [7].

To sum it up, continuous speech recognition needs the following findings and works:

1. Computer representation of sound

2. Segmentation of a continuous input signal into several word long segments

3. Feature extraction

4. Hidden Markov Models representation of words and algorithms for working with HMMs

5. Segmentation of an acoustic signal of words into phonemes to obtain data for HMMs
training

6. Training of HMMs representing phonemes

7. Phonetic transcription

8. Language modeling

9. Corpus processing

10. Lexicon building
11. Recognizer building and tuning

At minimum, items 7 and 8 represent processes that are very language dependent. That is
why findings in speech recognition of some language are not fully applicable to some other
languages. The greatest progress has been done in the recognition of speech in English. The
reason for this is not only that English is the native language of many workers of the best
speech processing laboratories funded by the most developed industrial countries, but also
because English has some features that make its recognition easier than some other languages.
Methods, like n-gram language models, work well for English but are less effective for
languages similar to Czech. A good compilation of reasons for this is given in [8].



Chapter 3
System for Broadcast News Transcription Developed
at SpeechLab

3.1. History

Research described in this thesis has been done at the Czech speech-processing laboratory
called SpeechLab. It was founded by professor Jan Nouza in 1994, and works on the ground
of the Faculty of Mechatronics of the Technical University of Liberec. The main research
domain of this laboratory is speech recognition of Czech language, which is not only
theoretical but has also some practical applications, see [9].

The research in SpeechLab started with the recognition of isolated words and short
phrases. The first system for continuous speech recognition was developed there in 1999. It
was tested on the recognition of speech about time and date information. It had a rule-based
language model, which meant that it could handle only a limited set of possible grammatical
structures. With the lexicon of about 200 words it could work in real time with an accuracy of
90% correctly recognized words. [7]

In 2001 the system evolved into a recognizer that could work with lexicons containing
several thousand words. Acoustic models of words for this system were concatenations of
context-free phoneme models trained on 20 hours of speech by 80 different speakers. The
language model of this system was based on bigrams (a kind of n-gram LM) estimated on a
55-milion-word corpus of newspapers and novels. The test database of this system contained
800 sentences read from newspapers by 20 non-professional speakers with no background
noise. These 800 sentences were composed of 3,622 different words. These words formed the
vocabulary of the recognizer. This means that there were no out-of-vocabulary words in this
task, so the experiments with this system and the test database did not simulate real-life
conditions of recognition of unpredictable speech. The purpose of these experiments was to
find an optimal set of various parameters of the recognizer. The best results of recognition
were about 64% of correctly recognized words as reported in [10] and [11]. The results in
more detail can be seen in Chapter 7.4.1.

In 2003 SpeechLab developed a continuous speech recognizer that could work with
lexicons containing several tens of thousands of words. Experiments with this system finally
simulate real life because its vocabulary was independent of the recognized texts. Dictation of
100 newspaper sentences (each sentence was dictated as a whole into this system) resulted in
an accuracy of 70% of correctly recognized words with a 30,000-word vocabulary that did not
cover 14% of words in the recognized text. The system could work in real time. [12]

Information about the next stage of the system was published in 2004 in [13] and [14].
This time the test data were recordings of three complete real Czech broadcast news TV
shows from three different Czech stations (1 hour in total, 8,451 words). Their preprocessing
was fully automated. Only the opening and closing jingles were removed, the rest was



automatically segmented according to the speaker changes. The resulting longest utterance
had as much as 181 words. The recognition had an accuracy of 71% of correctly recognized
words, with a 200,000-word vocabulary that did not cover less than 2% of words in the
recognized text. The transcription was available in approximately 6 times longer than the
duration of the recognized utterances. Compared to the system from 2003 mentioned in the
previous paragraph, the improvement of accuracy was poor. The reason for this was the
quality of the recognized recordings. Only 44% of them constituted clear speech read by
professional speakers in the studio. Recognition of those parts had an accuracy of 82%.

Currently SpeechLab recognizes continuous speech with a 312,000-word vocabulary. The
vocabulary covers more than 99% of the test data mentioned in the previous paragraph, and
the accuracy of recognition of the whole test database (the previously mentioned three Czech
broadcast news TV shows) is 78%. [15]

3.2. Principles

All speech-recognizing systems developed in SpeechLab have always been a result of its
members’ programming efforts. Many other laboratories use commercially available or free
software. Such approaches may be advantageous at the beginning of the research but in the
end they may be restrictive. Commercial or free software may not support as large
vocabularies as those needed by inflectional languages like Czech or may not be so flexible as
to allow experimenting with some non-standard language models, or such software may be
simply less effective in terms of utilizing available hardware.

Principles of SpeechLab’s own speech decoder were first published in [16] and the details
about its tuning in [17]. The description given below is detailed enough to illustrate problems
of lexicon and language model building, which is the subject of this thesis. Figure 1 shows the
scheme of the decoder.

The input signal is sampled at 16 bit / 8 kHz rate and pre-processed to get 39-feature
MFCC frame vectors. All the words in the recognizer’s vocabulary are represented by
concatenated phoneme models. The phoneme models correspond to the 3-state Hidden
Markov Models trained on a database of 45 hours of annotated speech that is a mix of
microphone and broadcast signal. The HMMs are 32-mixture monophones.

Having an utterance represented by a time sequence of feature vectors X = X, X,..., X7, We
are searching for an unknown word sequence that maximizes probability

N
P(w,, W,,..., Wy ) = Max l_|[ gw, ,,w,) V(w,) (1)

The first term g(w,-1, w,) In equation (1) represents the language model, i.e. bigram
probability that word w, follows w, ;. The second term V(w,) is equal to the acoustic score of
word w, achieved by its HMM evaluated on a certain part of vector sequence X. To prevent
floating-point operation underflow caused by the successive multiplication of small values,
the formula (1) should be converted to a logarithmic scale. Because of the quite different
natures of the language model g(w, 1, w,) and the acoustic score ¥(w,), the term for the
language model gets a weight called X or LM Factor. According to some of our own and the
other author’s observations, the recognition system has a tendency of preferring shorter words
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to longer ones. To suppress this phenomenon we have introduced the parameter called Word
Insertion Penalty or WP that worsens each candidate word’s score. The result is equation (2):

N
Plobge W, ) = M%rZ(i Ing(w, ,,w,)+WP+InV(w,)) (2)
A e

Equation (2) is solved by applying the Viterbi algorithm, described in [7] and [6] (pp. 176
- 180) augmented by HMM pruning and hypotheses pruning techniques.

Bigrams Word HMMs Hypotheses Penalty

(e b}

A
¢ W
N—| 2w, W) |— -
W Word-End

, 2 ook
N gl ) }_. Hypotheses [ | wp
.
Lb g(“"f\ 11”:) :
arameters: Bigram type HMM mixtures T N best Penalty value

LM Factor Prune Threshold

Figure 1. The structure of the word sequence recognition procedure with all key parameters

[11]

Acoustic models of all words are evaluated in parallel with the assumption that an
arbitrary word can begin at an arbitrary frame. The frame is a 10-ms-long segment of the
acoustic input signal. Each frame is converted into an acoustic feature vector in the course of
the process called parameterization. In each frame less probable threads of the Viterbi
algorithm are cut off to speed up the computation. This is controlled by the parameter called
Prune Threshold. The words whose score computed by the Viterbi algorithm divided by the
best existing score is smaller than the Prune Threshold are temporarily removed from
computation. The highest scores in the ending states of the HMMs belong to the most
probable words that end in the given frame. Only a limited number of the best word-
candidates are selected for further computation. This number of words is determined by the
parameter called Number of Word-End Hypotheses. Each candidate’s score is penalized by the
constant called WP or Word Insertion Penalty. In the next computation the hypotheses about
all possible next words are taken into account. The initial score of a new word is equal to the
previously ended word’s score to which the bigram probability X - In g(w, 1, w,) of the new
word on condition that the previously ended word precedes it is added.

The part of the decoder described above, that is the most related to the subject of this
thesis, is the bigram language model. When the working vocabulary of the decoder has
312,000 words, the bigram language model is a table of probabilities of succession of every



possible word-pair of this vocabulary, so this table has the second power of 312,000 values.
When each value is represented by 4 bytes in the computer, the whole model would occupy
363 GB of the computer’s memory. Due to the hardware constraints of current PC
technology, it is necessary to compress such a table.

The description of this compression is given in [16]. The compression takes advantage of
the fact that many values in the smoothed language model are the same. The table of the
bigram model is divided into vectors h(w, ;) of the values of conditional probabilities of
word-pairs that share the same previous word. The vectors can be efficiently compressed
because they contain smaller or larger groups of the same values. As a result, the LM for a
312,000-word vocabulary takes only 251 MB of memory [15]. Moreover the values in the
vectors h(w, ) are arranged not in the natural order (by vocabulary index) but according to
their values from the highest to the lowest. This arrangement offers another savings in
computation. In each frame only as many vectors h(w, ) are evaluated as is the value of the
parameter Number of Word-End Hypotheses. And in these few vectors only a limited number
of the highest values are used, because the less probable next words are removed from
computation thanks to the Prune Threshold parameter.



Chapter 4
The Latest Advances of Broadcast News
Transcription

Proceedings of two important regular conferences Eurospeech/Interspeech and Text, Speech
and Dialogue (TSD) have been studied to get informed about what the other laboratories are
doing in the field which is the subject of this thesis. The main contribution that can be
obtained from this study is the following: There are two main approaches to BNT which is
very close to the subject called “large vocabulary continuous speech recognition” (LVCSR)
that is also worthy of being given attention. The first approach is to work with commercially
available or freely available software. This approach is mentioned also in Chapter 3.2. And
the second approach is to develop the laboratory’s own speech recognizers.

Let us first have a look at the first approach. This thesis somewhat follows the results of
the Ph.D. thesis [8]. The work [8] describes LVCSR with the use of the commercially
available AT&T decoder published in [18]. This decoder is built on the basis of the finite-
state machines framework, and, at least in the time when the work [8] was being written
(around 2002 —-2003), it could work with vocabularies containing at most 60 thousand items.
A vocabulary of 60 thousand wordforms is not enough for acceptably high coverage of Czech
texts. The thesis [8] (p. 66) states that a vocabulary of this size with the most frequent Czech
words covers about 92% of words in the independent Czech text while the same-sized
vocabulary with English words covers 99% of English text. This lower coverage is caused by
the inflected character of the Czech language which means that from a single Czech lexical
lemma (a basic wordform) many different wordforms can be derived. To overcome the
problem with the low coverage, Czech words were divided into their stems and endings
(suffixes). A vocabulary of 60 thousand most frequent stems and endings had according to [8)
(p- 83) 96% coverage. From the vocabulary of 60 thousand words a trigram language model
was compiled. Trigram is a conditional probability of a certain word on condition that a
certain succession of two words precedes it. The results of [8] show that the accuracy of
recognition is higher by 2% (73% is the absolute value.) when using the trigram language
model computed from the 60-thousand-word vocabulary of stems and endings in comparison
to the same LM computed from the vocabulary of 60 thousand most frequent Czech
wordforms. The accuracy of 73% of correctly recognized words was the best result that was
achieved in [8]. The work [8] in its conclusion on page 86 also mentions that even four-gram
LM was tested, but it has not brought any noticeable gain in the recognition accuracy. The
study of work [8] suggests that any further improvement of accuracy with the use of the
software and vocabulary reported in [8] may not be possible. On the other hand, BNT of
English with a vocabulary of 65 thousand words is performed with the accuracy of 80 to 86%
[19].

One of the most important projects of LVCSR of Czech language is MALACH. Its
purpose is to provide access to the collection of 116,000 hours of video with 52.000
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interviews (“testimonies™) in 32 languages of personal memories of survivors of the World
War II Holocaust. The facts about the origin of the video collection can be learned at
www.vhf.org. The homepage of the project MALACH is www.clsp.jhu.edu/research/malach/.
The goal of MALACH is to help with cataloguing of the video by automatic speech
recognition (ASR). Many research teams are partaking in this project trying to perform ASR
in many languages. Czech researchers working with Czech-spoken part of the collection are
among them. Article [20] describes linguistic problems of this task, some of them being
similar to the BNT task, for example the existence of many unknown personal and
geographical names and foreign words. ASR in [20] is performed with a 61-thousand-word
vocabulary. The main contribution of this article from the language-modeling point of view is
the method of extraction of relevant parts of the available text corpus. The problem is that the
text corpus used for language modeling consists mainly of news, but the subject of speech
recognition are personal stories in spontaneous, spoken Czech. Using the vocabulary of the
transcribed training part of the testimonies, relevant (in-domain) sentences from the corpus
were extracted. Addition of these sentences to the transcriptions of the training part of the
testimonies from which the language model was trained has increased the accuracy of
recognition by 2%, which is a significant improvement.

The language that is very close by its nature to Czech and that has recently been a subject
of LVCSR experiments is the Slovenian language. Articles [21], [22], and [23] show that the
Slovenian researchers have worked with various publicly available recognizers with a
vocabulary of 20 thousand items. To get a higher coverage of the test speech database, the
words in the vocabulary are decomposed to their stems and endings. The accuracy of
recognition is about 45% and the time consumed by the decoding is relatively high.

Another inflectional language is Greek. Articles [24] and [25] present the following facts
about LVCSR in Greek. The speech recognition engine used was the SRI Decipher [26]
working with a 60-thousand-word lexicon. A lexicon of that size covers 96.5% of newspaper
text. It is a higher coverage than the 92%-coverage of the Czech lexicon of 60 thousand
wordforms mentioned above in this chapter, which was also measured on newspaper text.
This can mean that Czech language is more inflectional than Greek, but it should be taken in
mind that coverage is highly sensitive on the topic and style of the text. Four kinds of trigram
back-off language models based on wordforms were created. Each kind of LM was smoothed
by a different smoothing method. The smoothing methods used ordered from the best to the
worst are: Modified Kneser-Ney (18.57), Good-Turing (19.59), Witten-Bell (19.84), and
Absolute Discounting (20.78). The numbers in parentheses are word error rates (WER). WER
is equal to 100 — accuracy, i.e. the percentage of misrecognized words in the text. All these
smoothing methods are described in [8] except of the Modified Kneser-Ney which can be
studied from [27]. The WER measure was then lowered by 0.28% by applying the maximum
entropy smoothing that combines the original Modified Kneser-Ney LM with a class-based
LM. The classes were the words with the same stem. Thesis [8] describes maximum entropy
models on pages 32 and 33 and mentions that they are very computationally intensive.

Another group of languages that are hard to process by ASR due to the high number of
wordforms are agglutinative (sometimes called compounding) languages. According to [28]
Turkish, Hungarian, Finnish, Estonian, Dutch, German, Japanese, and Korean rank among
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them. The common task that must be solved for these languages is their decomposition into
word-components to get a reasonable coverage of independent texts, and subsequent
compounding of the recognizer’s output into compound words. Research in ASR of these
languages is characterized by many original approaches and several cases when a laboratory
has developed its own speech recognizer. This brings us to the description of the second
approach.

ASR of Turkish is published in [29], [30]. These articles describe original decoder based
on the finite state networks and word-splitting methods.

ASR of Hungarian is published in [31]. The authors have developed their own decoder
based on the architecture of the weighted finite-state transducer.

An original way of building topic-based LMs using a neural computing method called
“Self-Organizing Maps” for Finnish language is published in [32]. The Finnish recognizer
that can produce an unlimited vocabulary is published in [33].

ASR of Estonian is published in [34]. The authors used the Japanese recognizer Julius
described in [35].

ASR of Dutch is performed by the Dutch recognizer developed by the ESAT-PSI speech
group. Articles [36] and [37] concentrate mainly on compounding and decompounding
methods. Article [37] recommends that highly frequent compound words should not be split
in the vocabulary and the LM. The authors also plan to take the opposite approach that
consists in the combination of frequent orthographic word tuples, referred to as multi-words,
collocations, or frequent word sequences, into single items in the recognition lexicon as it is
recommended 1n [38].

German language has severe problems with coverage of independent texts by a given
lexicon of wordforms. Articles [25] and [36] present comparative tables of English, French,
Greek, Dutch, and German languages showing that with 60 thousand words only 95.1% of
words in German newspapers can be covered. German language is according to these data the
worst of these languages in terms of coverage. While the previously mentioned compounding
languages were recognized with vocabularies containing at most 60 thousand word-
components, the recognition of German must use larger vocabularies even if their items are
also formed of the parts of split words. Article [39] describes the specifics of German
language and shows that recognition with the vocabulary of 150 word-components has a
better accuracy than recognition with the vocabulary of 200 thousand wordforms including
compounds. The recognition engine used was based on BBN’s Rough’'n’Ready suite of
technologies (the Byblos BNT system) [40]. Article [41] presents the BNT system for
German language working with a vocabulary of 300 thousand wordforms. This vocabulary
does not contain decomposed words. The recognizer used is a product of the French
laboratory LIMSI. Article [42] presents a decompounding algorithm for German compound
words. This algorithm was used to assist the development of pronunciation dictionaries of the
300-thousand vocabulary.

BNT of Japanese with the purpose to provide TV news with closed caption in real time is
presented in [43]. The Byblos English BNT system [40] is used for this task. It has a working
dictionary of 62 thousand words that are the result of Japanese morphological analysis. The
morphological analysis is necessary, because the Japanese text does not contain word
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boundaries. Article [43] states that it has been empirically found that the WER must be less
than 5% and the average word latency has to be less than 2 seconds to allow sufficiently quick
manual error correction before the caption is presented. The authors are very close to meeting
these two requirements. Their results are better than the results of English BNT which are
usually presented as the DARPA Hub-4 Broadcast News Transcription task, see e.g. [19]. The
explanation why the recognition of Japanese has better results is also given in [43]. Article
[44] gives an interesting idea how to improve the accuracy of broadcast news recognition by
employing a single person who listens to the news and re-speaks them to the recognizer that is
trained to that person’s voice. This idea is applicable to all the other languages as well. Re-
speaking (or rephrasing) does not mean repeating. A skilled re-speaker knows the vocabulary
of the recognizer and knows how to formulate the original sentences so that they become
concise and fit well into the caption format, because providing the subtitles is again the target
of this research. The Japanese concentrate on this task also because typing Japanese is much
more time-consuming than typing English.

BNT of Korean is published in article [45]. The problem with Korean is the very short
length of compounds in this compounding language. The article shows that the accuracy of
recognition increases when these short morphemes are concatenated into longer vocabulary
items according to statistical measures. The authors use their own recognizer presented in
[46].

To complete this chapter, we should also look at the major languages not mentioned
above. Article [47] shows methods of lexicon adaptation for the BNT task in Italian. For the
experiments the ITC-irst Italian BNT system with a 64-thousand-word lexicon was used. The
accuracy of recognition is about 25%.

Article [48] presents the research behind the implementation of closed-captioning in
French. The Canadian team from the CRIM laboratory uses their own recognizer for this
purpose. They have also adopted the re-speak method proposed in [44]. The size of the
recognizer’s vocabulary is only 20 thousand wordforms. It covers about 94% of text. The
accuracy of recognition of this preliminary research is about 30%.

And finally, Spanish BNT is described in [49]. The authors use BBN’s Rough’n’Ready
suite of technologies with the Byblos BNT system [40] that has been used also for the
recognition of German and Japanese as mentioned above. The recognition with a 73-
thousand-word vocabulary had the accuracy of 16%. The authors have tried to decompose
inflectional verbs that are in Spanish called “cliticized verbs”. However, their experimental
results of recognition with the LM made of the decomposed verbs are not encouraging.



Chapter 5
Thesis Goals

The research of current activities in BNT and LVCSR presented in Chapter 4 suggests that
inflectional languages must be recognized with very large vocabularies that consist of several
hundred thousand items. Morphological decomposition of these languages, especially Slavic
languages like in this thesis studied Czech or the abovementioned Slovenian, results in a large
amount of very short word-components in the resulting decomposed vocabulary. But many
studies cited above have shown that short words are highly confusable in recognition. The
other problem with such decomposition is the fact that the trigram language model that is
usually used for decomposed lexicons cannot capture the succession of two consecutive
wordforms. By the term “wordform” we always mean an undecomposed word 1.e. whichever
succession of letters that does not contain a space character that has appeared in the corpus. If
the two consecutive wordforms were both decomposed in stem and ending, then the trigram
LM would capture either the stem and ending of the first wordform and the stem of the second
wordform or the ending of the first wordform and the stem and ending of the second
wordform.

The research described in this thesis is based on the assumption that the words are natural
linguistic units carrying semantic, syntactic, and grammatical information encoded into a
string of phonetic events. All these four attributes (semantic, syntactic, morphological, and
phonological) are closely interrelated and can be uniquely represented on the word level
rather than on sub-word (morpheme) or super-word (class) levels [50]. To achieve good
results by this method of representation the following tasks must be completed:

1. Preparation of text corpus

2. Compilation of vocabulary containing several hundred thousand words
3. Phonetic transcription of the words in the vocabulary

4. Computation of various bigram language models

5. Preparation of test speech database

6. Testing of vocabulary, language model, and recognizer’s parameters on the speech
database

7. Developing the criteria for measuring the quality of the recognizer’s output



Chapter 6
Theory and Its Application

6.1. Text Corpus

6.1.1. The Purpose of Text Corpus

The purpose of text corpus in ASR is to get information about frequencies of single words and
successions of a few words. The list of the most frequent words is a source of the recognizer’s
vocabulary. The list of word-successions and their frequencies is the resource for the
computation of the n-gram language model. Text corpus must be in the form of electronic text
so that it can be processed by the computer. The corpus should be stylistically close to the
texts that will be automatically recognized and at the same time it should be very large. It is
usually difficult to meet the both requirements. The texts that will be recognized are usually in
the style of spoken language but most of the available corpus consists of written language.

Collecting of quality corpora for minor languages like Czech is a laborious process while
major languages have already large annotated corpora available for the research community.
Czech is a language with a very rich vocabulary in comparison to for example English. The
richness of the Czech language is caused its inflective nature. The English language is also
very rich, but this is caused by the fact that English is spoken by so many people in so many
parts of the world who deal with so many things. However, the most frequent English words
can cover more texts than Czech words as can be read in Chapter 4. Language models of
lexically rich languages must be computed from relatively large corpora. This means that it is
difficult for Czech automatic speech recognition to compete with major languages that have
large corpora available and at the same time smaller vocabularies.

6.1.2. Corpus Cleaning

Czech electronic newspapers on the Internet are the most important resource of text corpus in

our lab. The original format of the text is HTML, so the first operation that has to be done is

the removal of HTML tags. [51] The resulting plain text must be cleaned. The process of

corpus cleaning is the following [15]:

1. Each sentence is put on a separate line in the final corpus. The identification of sentences

is automatic, and the algorithm that does this contains many rules telling what period

really marks the end of a sentence.

Single words in brackets are then deleted. Such words are usually useless abbreviations.

Repeating headers, footers, and formatting characters are deleted.

Indeclinable abbreviations are expanded.

Expressions of the type x-lety (x-year old), where x is written in digits, are expanded.

6. Every word is converted to lower case, and every punctuation mark is surrounded by a
space character to enable their counting and co-occurrence analysis. For the purpose of
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training of the n-gram model and lexicon building all words in the corpus should be in
lower case. See Chapter 6.1.5 for details.

7. Numbers meaning hours and dates, and some other numbers are rewritten to their spoken
form. Ordinal numbers preceded by a preposition are expanded to their correct
grammatical case and gender with the use of the Czech morphological analyzer [52]. The
details are given below.

8. Words are rewritten to their standard orthographic form. Since many words, mainly those
of foreign origin, may have alternative spelling, we have made the unification of the
orthography towards the most frequent variants. This also helped to make the lexicons
slightly smaller and more compact. [13] We have manually found 35,000 wordforms that
should be rewritten. These rewriting rules are also applied to the reference transcriptions
used for the evaluation of the recognition tests. [50] This procedure is usually called
orthography normalization. Chapter 7.2.3 shows how this normalization increases the
coverage of the text by the lexicon. Table 25 in Chapter 7.7 shows the improvement of the
accuracy of recognition and the out-of-vocabulary (OOV) rate when the reference
transcriptions are normalized.

9. Collocations, i.e. phrases of words that often appear together, are joined by a special
character so that they are treated as a single word during the training of a language model.
Currently we have 1,700 collocations in our lexicon. See Chapter 6.2.10 for information
about the importance of collocations and about finding them. Chapter 7.4.2 shows the
improvement of the accuracy of recognition thanks to joining the collocations into single
words.

Point number 7 deserves a more detailed explanation. We rewrite ordinals written by
digits to their spoken form, because their pronunciation is dependent on their spelling, and the
information about pronunciation is necessary for the recognizer. In this way the corpus gets
closer to the spoken language. The morphological analyzer is needed for this task, because
Czech is an inflected language. The following two example sentences illustrate the cases
when a preposition precedes an ordinal number:

Vlak prijede na 3. nastupisté. should be rewritten as Viak prijede na tieti nastupisté.
(The train will arrive at the third platform.)
Martin si vsadil na 3. koné. should be rewritten as Martin si vsadil na tretithe koné.
(Martin has bet on the third horse.)

The wordforms t7eti and t7etiho in these example sentences are ordinal numerals meaning
the third. The word na 1s a preposition. The wordforms tFeti and tFetiho can be written in the
form of digits followed by a period (e.g. 3.) that indicates that they are ordinals. If a sentence
contains such ordinals in the form of digits, they may have many different spellings. For
example the ordinal 3. may be rewritten into the following wordforms or inflections: treti,
tretiho, tretimu, tretim, tretich, tretimi, tFetima. The choice of the proper wordform of the
ordinal depends on the preposition before the ordinal and the grammatical category of the
noun that follows the ordinal. According to the database of the Czech morphological analyzer
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[52] the Czech language has approximately 70 prepositions that can be followed by the
wordforms in up to 3 different grammatical cases. The Czech morphology distinguishes
between 7 grammatical cases (1. nominative, 2. genitive, 3. dative, 4. accusative, 5. vocative,
6. locative, 7. instrumental), two numbers (singular and plural), and three genders (masculine,
feminine, neuter). The combination of case, number and gender determines the correct
wordform of the ordinal. The case is determined by the preposition. The case, number and
gender of the ordinal must be the same as the case, number and gender of the noun following
the ordinal. This is an example of the so-called grammatical agreement in the Czech language
that is mentioned also in connection with the language modeling in Chapter 6.4. We have
compiled the list of all possible prepositions with all possible cases they relate to. The input of
the morphological analyzer is the noun after the ordinal. The output of the morphological
analyzer is the list of all possible combinations of case, number and gender of the input noun.
From these combinations those that have the grammatical cases that belong to the preposition
before the ordinal are selected. The ordinal that should be expanded is rewritten into the
selected combinations of case, number, and gender. If all resulting wordforms of the ordinal
are identical, then the ordinal is rewritten to that wordform, otherwise it is untouched. Rules
for rewriting ordinals to their correct wordforms of a certain case, number and gender, have
been compiled manually. In our example the preposition na can relate to either accusative or
locative cases. The word nastupisté (platform) has either singular or plural number, neuter
gender, and several cases (either nominative, genitive, accusative, or vocative). The ordinal 3.
in the accusative case and in both singular and plural number and neuter gender should be
spelled as treti. That is why it can be rewritten to that wordform. The second example
sentence will not be rewritten, because the wordform koné (horse) can be either in singular
number and the genitive or accusative case, or in plural number and the nominative or
accusative or vocative case. The gender of the wordform koné is masculine. The ordinal 3. in
the accusative case and in singular number and masculine gender has the wordform tFetiho.
But the same ordinal in the accusative case and in plural number and masculine gender has
the wordform ¢7eti. This is an example of ambiguity that would deserve a more complicated
analysis that is not performed in our current state of research. The abovementioned procedure
can be applied also to declinable abbreviations, e.g. sv. (sainf) can be expanded to svary,
svateho, svatému, svatém, svatym, svata, svaté, svatou, svati, svatych, svatymi, svatyma. In
some sentences the ordinals and declinable abbreviations are not preceded by some
preposition. Such sentences again would deserve a deeper semantic analysis.

Numbers that are supposed to be in the nominative grammatical case can also have more
than one way of pronunciation, for example, /625 can be pronounced as Sestndct set dvacet
peét or tisic Sest set dvacet pét, 25 can be pronounced as pétadvacet or dvacet pét. [51] We
transcribe them into the most frequent variants of pronunciation.

See Chapter 7.1.1 for the results of rewriting numbers in our corpus.

There are some other types of errors in the corpus as well. Article [53] tries to classify
them. Typographical errors, especially hyphens between the syllables of a word when the
word is divided at the end of a line, cause either a loss of affected words or their confusion
with some correct word. The other types or errors mentioned in [53] are either unimportant
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for our purpose (punctuation errors, stylistic errors) or we have at best resigned ourselves to
be unable to identify and correct them (morphological, syntactic, and semantic errors). [51]

6.1.3. The Size of Our Text Corpus

Our corpus has been built and regularly updated from almost all text sources available in
electronic format [50]. Recently (in 2005) it contains about 2.6 GB of plain text data. After
the process of cleaning described in Chapter 6.1.2 we have found in our corpus 360,104,333
words, from which 2,099,353 were distinct. The corpus consists of Czech newspapers (84%),
transcripts of TV and radio news (9%), parliament speeches (4%), and electronic books (3%)
that have been available on the Internet in the period of 1992 — 2004 [15]. The transcripts of
TV and radio news and parliament speeches are the most valuable parts of our corpus because
they are the closest to the task of BNT for which we use the corpus. The transcriptions of the
recordings that we use for our recognition tests are not a part of them, because we obey the
methodology of training sets and test sets described in the following Chapter 6.1.4.

6.1.4. The Methodology of Training Sets and Test Sets

The methodology of training sets and test sets must be observed in any research area dealing
with training to obtain some parameters that should be finally used in classification of in
advance unknown data. Its application to speech processing that classifies speech audio signal
into words is described in [6] (p. 204) and a free interpretation of this source 1s as follows.

The whole available corpus must be divided into two parts: a training set and a test set.
The training set is usually larger and it is used for estimating the parameters. In the case of the
speech processing the parameters would be the probabilities in the n-gram language model.
The quality of the n-gram language model should be measured on some unknown text or
speech. We can use for this purpose the test set that is independent of the previously
computed LM. A usual measure of the closeness of the n-gram language model to the speech
or text in the same language is the perplexity that is introduced in Chapter 6.4.11. Sometimes
the test set is used for the selection of the best language model. The test set can also contain
the transcriptions of the speech data on which some other parameters of the recognizer are
tuned. In this way the test set becomes not so independent. In this case such test set should be
called a development test set (another term used in the speech recognition field is a devtest
set). The final results should be evaluated on some other data — the true test set.

The test speech databases used for the evaluation of our speech recognition experiments
are such independent test sets. In the course of the development of our recognizer also
development test sets were used. Whenever the results using such dependent data are reported
in this thesis, this will be indicated.

6.1.5. A Brief Methodology and Terminology Regarding the Counting of Words
in the Text Corpus

The result of counting the words in the corpus is the list of the words and their frequencies.
The methodology of counting the words in the corpus may vary according to the answers to at
least the following two questions:

I. Are the words converted to the uniform case before their counting?

2. Are punctuation marks counted as words?



Regarding Question 1, the practice of SpeechLab is to convert each letter to the lower case
before counting the bigram LM, because the case of the letters has no influence on the
pronunciation. But we want the output of our recognizer to be as close to the correct transcript
as possible. That is why it should include punctuation and correct placement of upper case
letters. For this reason we have also counted the frequencies of words with their original case.
In this way we can find out the most probable case of each word and the words in the
vocabulary of our recognizer are written using this case. The case of many words depends on
context. For example the word cesky in the context cesky jazyk (Czech language) is an
adjective that should begin with lower case, and in the context Cesky Dub it is a part of a
place name [51]. It means that a more precise method of transcription with correct letter cases
would be to use some n-gram language model (possibly a bigram LM computed from words
with their original case) which would be applied during a post-processing stage of the
recognition. [13]

Regarding Question 2, punctuation marks are not counted as words in the corpus statistics
published in this thesis. But our corpus is used also for part-of-speech tagging. The tagging
could help to identify the beginnings of sentences where a capital letter should always be
placed. We should also be able to place the proper punctuation (periods and commas) inside
the sentences during a post-processing stage of the recognition. For this purpose another
special bigram LM should be used, and so the punctuation in our corpus is surrounded by an
extra space character to enable its computation.

Regarding the names for the units that are counted in the corpus, various authors may use
a different terminology. The one that is used in this thesis is drawn from [6] (pp. 193 — 196).
The units that we count in our corpus are called wordforms. The wordform is the inflected
form of a certain lemma. The lemma is a set of lexical wordforms having the same stem and
the same word sense. The size of the vocabulary of the corpus is the number of its wordform
types. The total number of running words in the corpus is the number of its tokens. Using this
terminology, we can say that our recent corpus has 2,099,353 wordform types and
360,104,333 tokens. (See Chapter 6.1.3.) The purpose of the term “wordform™ is to emphasize
the inflective nature of the language. The term “word” whenever used in this thesis has
usually the same meaning as the term “wordform”.

While this chapter deals with what to count in the text corpus, Chapter 7.1.2 suggests how
to efficiently count words and successions of words in it.

6.2. Vocabulary

6.2.1. The Purpose of the Vocabulary for the Recognizer

The recognizer classifies the input stream of the speech signal into a succession of words that
are present in its vocabulary (equivalent terms are “lexicon” or “dictionary”). Each word in
the vocabulary is linked to its acoustic model represented by HMM via its phonetic
transcription. Besides HMMs the recognizer also uses the information about the probability
that a certain word will be uttered on condition that a string of certain words has been uttered
before. This information is present in the language model. A type of LM studied in this thesis
is the so-called bigram LM. It is a table of conditional probabilities that a certain word will be



uttered on condition that a certain word had been uttered before. The words in the LM are
only those that are present in the lexicon. If the lexicon changes, the LM must be recomputed.
See Chapter 3.2 for information about how the lexicon, HMMs, and LM work together in the
recognizer studied in this thesis.

6.2.2. A Brief Theory and Terminology of Lexicons for Automatic Speech
Recognition

The most popular method of selecting words to populate the recognizer’s vocabulary is to
compute a list of words and their frequencies in some large text corpus and then select the
most frequent words. The resulting vocabulary does not guarantee to contain every word in
the speech to be recognized. Such a lexicon is called an open vocabulary and it is the only
possible kind of vocabulary for the recognition of speech being used at present, e.g. the latest
broadcast news.

In the initial stages of the development of some recognizer the vocabulary must be usually
very small, e.g. containing few hundreds of items. To ensure that such a small vocabulary
contains a reasonably large number of words in the recognized speech, the words from this
speech, which usually belongs to the so-called development data (see Chapter 6.1.4), are put
into the vocabulary. Sometimes only those words that constitute the development set are
present in the lexicon, and sometimes also some other words are added to make the
recognition task more demanding. In both cases such a lexicon is called a closed vocabulary.

A lexicon containing several thousand items, e.g. a 20,000-word lexicon, is sometimes
briefly called a “20k lexicon”, the “k” standing for kilo (thousand).

The quality of vocabularies can be measured without performing ASR by means of an
indicator called the “out-of-vocabulary rate” often abbreviated as the OOV rate. The OOV
rate 1s computed according to formula (3) and its result is in percent.

OOVrare:Q(;—IiJOO (3)

The OOV value in equation (3) is the number of tokens in the test corpus that have not
been found in the vocabulary. The S value is the number of all tokens in the test corpus.
Sometimes the OOV rate is expressed in terms of the so-called “coverage” computed
according to formula (4).

Coverage = 100 — OOV rate (4)

6.2.3. Selecting Words for the Vocabulary Using the Analysis of the Corpus

The process of a compilation of the first open vocabulary for our continuous speech
recognizer is described in article [54]. The size of this vocabulary was 20,000 items. Such a
size 1s much too small for practical applications of the recognition of in advance unknown
speech. We just wanted to make our first theoretical study of the implementation of the open
vocabulary into our recognizer, from which we could move ahead towards larger lexicons. To
improve the coverage of this relatively small vocabulary we decided not to apply only the
frequency approach (selecting the first 20 thousand most frequent words in the corpus with
the exclusion of some unsuitable words). We have also applied some more intelligent
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solutions like analyzing the grammatical cases of the most frequent words and supplying
some important words in frequent grammatical cases into our vocabulary even if they did not
appear among the 20 thousand most frequent words in the corpus. Another intelligent solution
was a comparison of two corpora of quite different contents (topics and writing style) to get a
set of words that are present in both corpora, which means that such words are not topic-
dependent. Comparison of our lexicon with this set should lead to an improvement. One of the
pitfalls of the frequency approach is the possibility that the source corpus is biased to some
prevailing topic. This is relevant in particular to relatively small corpora. In the time when we
were doing this research our corpus was six times smaller than our current corpus introduced
in Chapter 6.1.3. The details about the compilation of our 20k lexicon are shown in Chapter
T2

Our next project following the 20k lexicon was the compilation of an 800k lexicon for our
dictation system. The dictation system requires its user to dictate single words. After uttering
each word the dictation system writes down its text form. This is called discrete speech
recognition, while the subject of this thesis is continuous speech recognition. Since the
discrete speech recognition is a far simpler task than CSR, see Chapter 2, the language model
that supports it can also be simpler. A simpler LM than a bigram LM is the so-called unigram
LM. It is just a table of probabilities of each word in the lexicon based on the frequency of
this word in the training corpus. It has as many values as the number of items in the lexicon,
while the number of values in the bigram LM is equal to the number of items in the lexicon
squared. The unigram LM containing 800k probabilities for the 800k words in the lexicon can
be implemented in today’s PCs. The implementation of a bigram LM for the 800k lexicon is
so far unfeasible. The answer to the begging question what this 800k lexicon has to do with
CSR is the following: We wanted to make a robust (i.e. assessed on a large corpus) estimation
of coverage of lexicons of various sizes for the case of the Czech language. The coverage is
the most important parameter of the speech recognizer provided all its components work well.
For example, the improvement of LM would not help the recognition when some frequently
used words were missing in the vocabulary.

In contrast to the compilation of the 20k vocabulary, the creation of the 800k lexicon
using the corpus was based purely on the frequency approach augmented by utilizing the
spellchecker [55] built in the Czech version of the MS Word editor and by manual editing, i.e.
reading the most frequent words and judging their usefulness according to personal
knowledge. The most frequent words rejected by the spellchecker should also be manually
checked for useful words for the vocabulary. The set of words rejected by the spellchecker
actually contains modern words used in the newspapers and the names of prominent people.
All in all the analysis of a corpus with the purpose to obtain a good lexicon (i.e. a lexicon with
the smallest number of words and at the same time with the largest possible coverage) is a
very laborious process. Chapter 6.2.8 shows more exact schemes of lexicon creation and
updating according to the collected corpus.

6.2.4.  Selecting Words for the Vocabulary Using Word Synthesis

To avoid the laborious process of vocabulary creation using the statistical analysis of the
corpus and the subsequent manual editing we have tried to get a set of words for our
vocabulary using the so-called word synthesis. This approach was based on generating all
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possible wordforms using a set of Czech stems, endings, and generation rules, all provided by
the Institute of Formal and Applied Linguistics of the Charles University in Prague [52].
Using this approach we were able to synthesize up to 1.2 million different wordforms.
Unfortunately, many of them were just hypothetical forms that are rarely seen in meaningful
texts. This is why we put some stronger limits on the generating rules by excluding some
archaic and informal words, and disallowing negative forms of some verbs and adjectives.
This resulted in a set of some 600,000 different wordforms. Unfortunately, quite a lot of
words occurring in modern Czech, and particularly many frequent proper names were missing
in this inventory. [56]

The most serious disadvantage of the automatic generation of words is the fact that the
result contains no information about the probability that the word could be used in text or
utterance. This information is needed for the creation of the language model. [12]

The result of the statistical analysis of the training corpus described in Chapter 6.2.3 was
finally merged with the result of the word synthesis described in this chapter to obtain the
final vocabulary of 800 thousand words. The results of the coverage of independent corpus by
this lexicon are given in Chapter 7.2.2.

We have also made a comparison of the coverage of the lexicon compiled using purely the
statistical analysis of a corpus and the lexicon containing only the synthesized words. The
result is that the statistical analysis of a corpus and subsequent manual annotation of the most
frequent words can produce smaller vocabularies with larger coverage than the collection of
words generated from a list of few prefixes, stems, and suffixes, (these three components are
called morphemes), and the rules of morphotactics, i.e. the model of morpheme ordering that
explains which classes of morphemes can follow other classes of morphemes inside a word
[6] (pp. 65 and 86). [12] See Chapter 7.2.2 for details, especially Table 13.

6.2.5. Productivity of the Czech Language

While recognition systems designed for English can work well with a lexicon containing
some 30 — 40 thousand words, the Czech language needs lexicons at least 10 — 20 times
larger. This 1s caused by the very complex Czech morphology, namely its inflectional nature,
which allows the nouns, pronouns, adjectives, numbers and verbs to take many different
forms according to the grammatical context. [56]

Czech morphology includes besides 7 cases (nominative, genitive, dative, accusative,
vocative, locative, instrumental), 3 genders (masculine, feminine, neuter), 2 numbers (plural,
singular) of nouns, pronouns and adjectives, 3 tenses (past, present, future) and 2 voices
(active, passive) of verbs also negation of many words, their grade, and diminutives (e.g. star:
hvézda — hvezdicka, piece: kus — kousek). There are also diminutive wordforms that have no
equivalent in English, like maly — malicky — malilinky (small). In contrast to English, negation
and grading of words in Czech produce new words (e.g. difficult — more difficult — the most
between genders (e.g. Novak — Novakova, teacher: ucitel — ucitelka). Like in English, Czech
words can have besides standard prefixes for negation and grade many other prefixes, for
example anti, euro, mega, sub, super, vice. Czech verbs can have 20 possible prefixes that
modify their meaning. Spoken spontaneous Czech that can also be found in broadcast news is
richer in verbs with unusual prefixes than written language. This means that Czech language
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is very productive in the sense that many words can be derived from a single root. According
to regular rules rare but grammatically correct words can be easily formed. [12]

6.2.6. Homonymy and Synonymy

In the course of manual annotation of our lexicons we had to deal with problems that are
related mostly to the linguistic phenomenon of homonymy and synonymy. The very
identification of these problems had arisen from many hours of experimenting with the
prototypes of our recognizers. [12] Most of these problems could be solved only by very
laborious manual annotation of our vocabulary.

Homonymy is defined as a relation that holds between words that have the same form
with unrelated meanings. The items taking part in such a relation are called homonyms. [6]
(p. 592) Homonyms that have both the same spelling and pronunciation cause no problem in
ASR, because the task of ASR usually does not comprise word sense disambiguation. But
special categories of words that can be counted among homonyms called homophones and
homographs must be treated in a special way during the vocabulary creation.

Homophones are words with the same pronunciation but different spellings. [6] (p. 593)
The examples of English homophones are the words would — wood, or be — bee. The
examples of Czech homophones are jet (to ride) — jed (poison). In this example the phonetic
phenomenon of the so-called assimilation causes the words jet and jed to sound the same in
some contexts. The assimilation is a change of sound of a consonant according to the
neighboring consonant, so that the whole group of consonants was either voiced or unvoiced
[58] (p. 145). Homophones can be of two kinds: homophones of different meaning and
homophones of the same meaning. The abovementioned homophones have a quite different
meaning. Such homophones when they are in the recognizer’s vocabulary have the same
phonetic transcription. The right choice of the homophone by the recognizer depends on the
language model that must take into account the context of words. A special kind of
homophone are words that differ in the case of letters. Many Czech place names (e.g. Usti)
and surnames (e.g. Donutil) have their homophone counterpart written in lower-case letters.
Our current vocabulary has these homophones written in their most frequent orthographic
form. There is also a possibility of a special bigram LM that determines the right case of
words in the phase of post-processing. This problem is also discussed in Chapter 6.1.5. Article
[51] mentions another class of very frequent Czech homophones. These are verbs in plural
number and past tense. Their spelling differs in dependency on the gender they refer to. For
example the plural form of the Czech equivalent of the English verb to be in the past tense is
byli for the masculine gender and byly for the feminine gender. This frequent verb has also a
homophone counterpart bili/bily which is a plural past tense form of the verb that means ro
beat. From the phonetic point of view homophones are also some pairs of words and
sequences of words, e.g. NATO (North Atlantic Treaty Organization) — na to (on this). The
right choice of these words again depends on the LM. The other kind of homophones are
words with the same meaning and different orthographic (written) variants. Such words are
called synonyms and they are discussed later in this chapter.

There are also pairs of words with identical orthographic forms and different
pronunciations. These words are called homographs. [6] (p. 593) The example of English
homograph is the word bass that can have meanings associated either with fish or music. The
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example of Czech homograph is the word byty that means either flats or bytes. Homographs
are represented in our vocabulary by a single lexical unit that has more than one phonetic
transcription.

Synonymy is defined as a relation that holds between different words that have the same
meaning. Two words have the same meaning if they can be substituted for one another in a
sentence without changing either the meaning or the acceptability of the sentence. [6] (p. 598)
The examples of English synonyms are the words big — large. Czech synonyms that have a
different both orthographic and phonetic form, e.g. slovnik — lexikon, are not subjects of
special editing in our vocabulary with the exception of the synonyms that have only a slightly
different orthographic and phonetic form, e.g. pasivni — pasivni (passive). Such synonyms and
the synonyms that are at the same time homophones, e.g. ateismus — ateizmus — atheismus, or
zéistajasna — z Cistajasna — zcista jasna — z cista jasna (out of the blue), must be rewritten to
their most frequent variant of spelling, so that they have only a single representative in our
vocabulary. This rewriting process is a part of corpus cleaning, see point number 8 in Chapter
6.1.2. From the phonetic point of view synonyms are also some groups of homographs that
have a different pronunciation. In Czech language the most frequent reason for a different
pronunciation of the same word is the abovementioned assimilation. Because of assimilation
many words in our vocabulary have multiple phonetic transcriptions. Since the rules of the
assimilation in the Czech language are relatively simple, the additional phonetic transcriptions
could be added automatically. Another resource of the information about the additional
phonetic transcriptions is the list of wordforms that should be rewritten to their standard
orthographic variants. This applies e.g. to the abovementioned pair of words pasivni — pasivni,
where a different length of a vowel ; — 7 indicates a possible duality in pronunciation.

6.2.7. Lexicon Structure

The lexical item of vocabulary for all kinds of speech recognition tasks solved in our lab
(continuous speech recognition, dictation of discrete words) is the wordform, i.e. a word that
has a certain grammatical category. The alternative to such representation could be the
situation in which the vocabulary would contain word roots and possible prefixes and
suffixes. The advantage of such representation would be the smaller size of the resulting
lexicon. The disadvantage would be the need to capture longer sequences of such lexical
items in the language model, which means that such a model would need a relatively large
amount of computer memory.

The recognizer aligns words to acoustic speech signal, which means that each word in its
lexicon must have its phonetic transcription. The phonetic transcription is a concatenation of
phonetic units which are text characters representing acoustic units of speech, the so-called
phonemes. Chapter 6.3 gives details about automatic phonetic transcription.

There could be more information than only a phonetic transcription linked to the word in
the recognizer’s vocabulary. In article [13] we propose a structure described in Table 1. [51]
The lexicon with this structure can also be used for corpus cleaning (point 8 in Chapter 6.1.2)
and for corpus tagging. Phonetic transcriptions in the column “Pronunciation” are ordered by
the subjectively evaluated probabilities of their use in human utterances. In this way we can
casily remove some less probable pronunciation variants from the vocabulary when we want
to speed up the recognition or test the importance of the additional phonetic transcriptions.
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There can be maximally 8 phonetic transcriptions of a single word in our current version of
the 312k vocabulary and recognizer. [15]

Table 1. Lexicon structure shown on examples of 3 words [13]

Standard Orthography | Alternative Orthography | Pronunciation | Morphology Class
million million milijon, milijon | Numl

téze these, teze téze, teze Nounl

S S Z, SE. ZE Prep4, Prep7

6.2.8. Lexicon Updating

As already mentioned at the end of Chapter 3.1, our largest vocabulary for CSR contains
312,000 wordforms. We have obtained this vocabulary mainly by statistical analysis of our
gradually increasing corpus. This vocabulary had its 20k, 140k, and 200k predecessors, each
built on the ground of the smaller one. We have not used our 800k vocabulary introduced in
Chapter 6.2.3 for the derivation of the 312k vocabulary, because it was tailored too much to
our discrete speech dictation system.

In the course of several processes of lexicon and training corpus enlargements we have
developed procedures for these two cases. The process of compilation of initial vocabulary is
depicted in Figure 2. The process of lexicon updating from a new part of the training corpus is
shown in Figure 3 and Figure 4. Figure 3 shows the process of removal of the obsolete words
from the already existing lexicon provided a new part of corpus has been collected. These
obsolete words are not correct according to the spellchecker and not present in the new corpus
but they used to be regarded as useful in the past. The updated lexicon in Figure 4 is put
together from the former lexicon without obsolete words, the list of words correct according
to the spellchecker, and the list of words incorrect according to the spellchecker but approved
by humans.

The threshold in Figure 2 and Figure 4 should be stated in dependence on the target size of
the compiled lexicon and so that the number of words for the checking by humans is feasible.
It is useful to keep the list of the words that are approved by the spellchecker but that are not
regarded as useful for the recognition task. In Figure 2 this list is compiled for the first time,
and in Figure 4 it is put together from the former list and the list of new such words found in
the new training corpus. The other lists @ to o in the figures do not need to be remembered.
Their content can be derived from their path in the oriented graph. The list of words in the
corpus changes whenever the new part of the training corpus is added to the original training
corpus after the updating of the lexicon.
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6.2.9. Lexicon Scaling

We have already stated above that our largest vocabulary for CSR has over 300 thousand
words. The recognizer that uses the n-gram language model made of this number of words
can be run with a reasonable speed only on a high-end computer. To make the recognizer
available also for the people with less powerful hardware, the n-gram language model must be
computed from some smaller lexicon.

Another reason for the creation of smaller lexicons is to find out the dependency of the
accuracy of recognition on the lexicon size. The results of such experiments are presented in
Chapter 7.2.4.

Our smaller lexicons are derived from our largest 312k lexicon. The common practice of
deriving smaller lexicons is to select words according to their frequency in the corpus. Words
existing in the largest lexicon are selected for the smaller lexicon if their frequency is above
some threshold.

Our practice differs from the common practice in how we state the frequency of words.
We count the frequency from the list of word-pairs computed from the training corpus. In this
way the words in the corpus that do not have context that is available in our vocabulary are
not counted. The frequency (i.e. the number of occurrences) of word w is equal to the formula
(&)

Cw,)+C(.,w)

‘_ = S
C(w) > (5)

where C(w, .) and C(. ,w) 1s the sum of frequencies of all word-pairs that have the word w as
the first and as the second item respectively. [15]

6.2.10. Collocations

Every language contains some fixed phrases called collocations. Even though we are trying to
make our lexicon as small as possible for a given coverage, we have found several good
reasons for adding them into the concatenations of words that already exist in our vocabulary
as single items [50]:

1. Words in strings like Addis Abeba, or au pair usually (in Czech) do not appear separately
in any other context. [50] Chapter 6.4.9 shows why having such collocations as single
lexicon items improves the language model.

2. When collocations are treated as normal single words in the classical bigram language
model, that model becomes partly trigram and even quadrigram (e.g. in the case of the
word-pair of two collocations a_zejména v_Praze). [15] The advantage of the trigram and
quadrigram LMs is the fact that they describe the probabilities of larger sequences of text.
Their disadvantage is such an enormous requirement of computer memory that they
cannot be used for large vocabularies.

3. Some frequent Czech words (namely prepositions and conjunctions) are very short (one or
two phonemes) and when pronounced together with the following word, they are often
omitted by the recognizer. [50] The examples of collocations that solve this problem are
v Praze (in Prague), v_Brné (in Brno). [15]

4. Collocations with prepositions and conjunctions can also be better phonetically described.
For example, thanks to the phenomenon of the so-called assimilation, mentioned in
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Chapter 6.2.6, the collocation v Praze should be pronounced [fpraze] whilst the
collocation v Brné should be pronounced [vbriie]. [15] Some concatenations of words
cause a big difference in pronunciation of these words. For example devatenact_set
(nineteen as a part of a year in the date) should be pronounced as [devatendcet] and not as
[devatenact set]. [50]

When the lexicon contains a word that is a part of a collocation whose other components
are missing in the lexicon, for example the lexicon contains the word Burkina, but does not
contain the word Faso, we can identify the incomplete collocations by simple finding such
words that have zero wordform types of predecessors or successors in the list of word-pairs
computed from the training corpus and the lexicon. This allows us to improve both the
lexicon and the language model. We have identified collocations using the standard statistical
tests recommended for this purpose in [59] applied on the list of word-pairs: [51]

1. Chi-square () test gives the highest score to the collocations composed of relatively
frequent words that have very few types of complement words, e.g. Buenos Aires,
Rolls Royce.

2. t test (Student’s test) gives the highest score to the collocations composed of very
frequent words that have diverse neighborhoods, e.g. ja jsem (I am), vice_nez (more
than).

3. Pointwise Mutual Information (PMI) retrieves the collocations composed of rare words
with few types of complement words, e.g. kapalnym vodikem (liquid hydrogen),
fackovaciho_panaka (whipping boy).

Each statistical test gives each word-pair a certain value. The word-pair is considered to
be a collocation if this value is higher than some threshold. The values are computed
according to the formulas (6) to (8). These formulas are composed of the following operands:
WordPairCount = the number of occurrences of the word-pair in the training corpus.
WordlAverCount = the average number of occurrences of the first word in the word-pair in

the training corpus computed according to the equation (5).

Word2AverCount = the average number of occurrences of the second word in the word-pair in

the training corpus computed according to the equation (5).

FollowingTokens1 = the number of tokens following the first word in the word-pair.
PrecedingTokens2 = the number of tokens preceding the second word in the word-pair.
n = the total number of tokens in the training corpus.

b = PrecedingTokens2 — WordPairCount

¢ = FollowingTokens1 — WordPairCount

d = n + WordPairCount — FollowingTokens1 — Preceding Tokens?2

h = WordPairCount * d — b * c

X test value = n / PrecedingTokens2 | F ollowingTokens1 |
/ (n — PrecedingTokens?2) | (n — FollowingTokensl) * h * h (6)

t test value = (WordPairCount — WordlAverCount | n * Word2AverCount) /
/ sqrt (WordPairCount) (7)
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PMI value = log, (n / Wordl AverCount | Word2AverCount * WordPairCount) (8)

The operands in the formulas (6) to (8) are ordered in such a way that does not cause any
arithmetic and floating-point operation overflows in the course of the computation of
intermediate values on the computer.

We have both concatenated collocations and their original components in the language
model and vocabulary, which seems to be redundant for the type of collocations like
Buenos_Aires, but we need their component words in the vocabulary for the correct
evaluation of word error rate. Concatenation of words into collocations is the most valuable in
the case of the shortest words, which are often uttered unclearly. [51]

There are about 1,700 collocations in our latest 312k vocabulary. They can be recognized
as words concatenated by the character “ .

6.2.11. Compound Words

Compound words are concatenations of several words. Czech is not as rich in compound
words as for example German language, but the number of compound words in Czech
language is significant enough to deserve a special treatment in language modeling. [51]
There is a large class of compound quantitative adjectives of the type patnactilety (15-year
old), devititunovy (9-ton), etc. that are causing nearly a combinatorial explosion in the Czech
vocabulary. These words can be represented by a set of their components (patnacti, deviti,
lety, tunovy, ...) and a set of rules for their concatenation into correct words. We have found
that 686 parts of such words can generate 58,892 possible wordforms expressing various
quantities in various grammatical cases. If we incorporate some splitting rules into our
lexicon, 1.e. replace the abovementioned compounds with their components and keep the list
of all possible compounds apart from the lexicon, we could get a smaller lexicon that would
have a larger coverage of the texts. [15]

The most frequent prefixes in the Czech language are ne-, nej-, and nejne-. The first prefix
makes negations of verbs, adjectives and adverbs, and the other two prefixes make superlative
forms of adjectives and adverbs. We have found in our corpus 60,000 wordforms that have
these prefixes but that can also exist without them. This search involved the use of a Czech
spellchecker [55] and a lot of manual editing because the spellchecker approves many words
that are not really used in Czech language. For example when testing the word nerostné
(mineral) the spellchecker approved the word rostné but this word is in fact a nonsense.

The resulting lexicon that contains components of words instead of the compound words
described above is smaller by 21,000 words than the original 312k lexicon. Its OOV rate has
dropped only by 0.05% in comparison to the original 312k lexicon. The decomposition of
words is important mainly in smaller vocabularies. For example, the OOV rate of a smaller
64k lexicon has dropped by 0.33% when this lexicon was decomposed. [15]

Chapter 6.4.10 contains details about language modeling when some words in the lexicon
are replaced with their components.
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6.3. Phonetic Transcription

6.3.1. The Purpose of Phonetic Transcription

Phonetic transcription expresses the sequences of the sounds of spoken language by the
sequences of the text characters. There are two main fields of the communication of humans
with computers where phonetic transcription is applied. The first field is the synthesis of
speech according to the text input. One possible application of speech synthesis is software
for the computers for the blind people and information services via telephone line. The second
field 1s automatic speech recognition. In both cases the characters of the text form of the
language (graphemes) must be mapped to the characters that stand for the sounds that are
usually uttered when this text is pronounced (phonemes). Phonetic transcription serves as a
link between the text form and the acoustic models of words in the both fields.

Phonetic transcription is used twice in both speech synthesis and recognition. First, a
training speech database must be rewritten to its text form and this text form must be
phonetically transcribed. The result is used in the process of segmentation. In the course of
segmentation the speech signal is divided into segments that contain a single phoneme. These
segments are then used for the training of the acoustic models of phonemes. The initial stages
of the segmentation must be manual. When more reliable acoustic models are trained, the
segmentation can become more or less automated. Second, the phonetic transcription is
applied to the text that should by uttered by the computer, and in the case of ASR the phonetic
transcription of the recognizer’s dictionary must be done.

6.3.2. The Units of the Sounds of Speech

The scientific field of phonetics can for a given language determine a set of sounds whose
sequences can form every word of this language. The resulting description of speech can have
various levels of fidelity. The most accurate phonetic transcription can be attained with a large
set of sound units. The large number of units complicates both the phonetic transcription and
the process of speech synthesis or ASR. The overview of various sound units used in various
laboratories for the description of speech is published for the Czech readers in [60] (pp. 94 —
96).

SpeechLab uses the so-called phonemes for the sound description of speech. A phoneme
is a unit that can discern the lowest number of speech sounds. The researchers in the field of
phonetics try to design the phonemes in such a way that they mostly correspond to the letters
of the orthographic form of the words. This is possible in the case of the so-called
phonographic languages. The Czech language belonging to the group of phonographic
languages has the number of phonemes very close to the number of letters in the alphabet of
its written form. The advantage of this way of speech description is the relative easiness of
phonetic transcription and a low computational workload in the course of ASR. The
disadvantage is a lower fidelity of the description of speech.

The Czech language has a very transparent correspondence between the letters of the text
form and the set of Czech phonemes. The infidelities of the phonetic transcription are caused
by the fact that the sound shapes of the letters in the uttered words are influenced by the
preceding and the following sounds. There are two ways how to solve this problem. The first
way is to increase the set of the phonetic units. We can for example have phonetic units
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corresponding to the all possible syllables in the language. This approach is mentioned at the
beginning of this chapter. The second way, which is adopted in the SpeechLab, is to train the
acoustic models of the phonemes on the very large database of speech that is segmented into
the phonemes in various contexts. The resulting acoustic models corresponding to the

phonemes become more robust. More details about SpeechLab’s practice regarding this topic
can be seen in Chapter 3.2.

6.3.3. The Phonetic Alphabet

The phonetic alphabet is a set of characters used for the transcription of the sounds of words
of a given language.

In 1886 the first variant of the International Phonetic Alphabet (IPA) was created. Its
latest version was published in 1989 in [61]. It provides a set of characters based on the letters
(graphemes) of various national alphabets and a set of principles for transcription. IPA makes
comparison of languages and explanation of pronunciation of various languages for various
nations possible. It is suited best for the group of the Western European languages, not so
much for the Slavic languages, which comprise also the Czech language. This is the reason
why IPA is replaced with some national set of phonemes when international comparison is
not the case. [58] (p. 37), [6] (p. 93).

Table 2. The Phonetic Alphabet for Czech (PAC) [63]
Number] Phoneme |Phoneme| Example Number] Phoneme |Phoneme| Example
in plain Czech| in PAC in plain Czech| in PAC
1 “a a tata A e m mama
2 e a tata 22 “m” M tramvaj
3 “hH? b baba 23 g 1 i n vino
4 er c ocel 24 “n’ N banka
5 Sdz C leckde 25 s n koné
6 B iy ¢ ¢icha 26 S 0 kolo
| i i C radza 27 6 6 oda
|8 “d? d jeden 28 L P | pupen
9 “d” d délat 29 o r bere
10 “e” e lev 30 5 g g moie
11 mE" ¢ méné 31 R keF
12 i f fauna 2 R S sud
13 7258 g guma 33 52 S dusSe
FM *h” h aha 34 e t duty
15 “ch” X chudy 33 9 i i kutil
16 “rory’ 1 bil, byl 36 o | 1 u duse
%) i i vitr, Iyko 37 T oorty u rize
18 G ] dojat 38 ™ v lava
19 & 5 k kupec 39 P z koza
20 &1% | déla 40 s ! z rize

Article [62] proposes the phonetic alphabet for ASR of the Czech language. The original
table with the set of the Czech phonemes in [62] contains also their closest symbols taken
from two well-known phonetic alphabets for the English language and a version written using
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only the English alphabet. The members of the SpeechLab and some other Czech scientists
use this set in the form that is shown in Table 2. Examples of phonetic transcription in this
thesis are also written using this alphabet.

In the course of annotating our speech databases and recognition experiments various
other speech and non-speech events, sounds, and noises have been classified and given special
characters used for their phonetic transcription, see Table 3. Each time a new type of sound is
declared being worthy of classification, its acoustic model should also be trained. It means
that all segments of the speech training database that contain this sound must be found in the
process of segmentation (see Chapter 6.3.1), which is partly manual.

Table 3.  The phonetic alphabet of the SpeechLab for additional speech events, non-speech
events, sounds, and noises present in the Czech speech databases

Phoneme | Description
character
E schwa (See [6] (p. 162). It appears at the ends of consonants uttered in the course
of spelling in Czech. It is also used in the transcriptions of some foreign words.)
- silence (In fact it is the background noise.)
0 glottal stop (In [62] it is mentioned as “glottal plosive” or “hit”. It is a short sound
that can be sometimes heard at the beginnings of words that begin with vowels
[15])
1 click (a short sound like a lip smack or a mouse click)
2 long low noise
o breath (mostly a breath-in)
4 longer loud noise (a car, music)
3 hesitation sound or filled pause (“uh” and “um”, see [6] (pp. 194 — 195).)
6 laughter

6.3.4. Phonetic Transcription Based on the Explicit Rules

The first rule-based system for automatic phonetic transcription was developed in SpeechLab
in 1999. It is described in [64]. It used a set of rules proposed for the Czech language in [60]
(pp. 101 — 106). These rules are in the form (9) shown in [60] (p. 99). Formula (9) means that
if C precedes A and D follows A, then A should be rewritten to B. 4, C, and D are strings of
graphemes. B is a string of phonemes. If C or D is any string, it is represented as an empty
string.

A- B/C_D )

The list of rules must be sorted according to the length of the concatenation of the strings
C&A&D and checked from the longest to the shortest strings in the course of the
transcription. After the application of the longest rule that matches the beginning of the
current part of the string of graphemes that should be rewritten the process starts over again
beginning with the first grapheme after the sub-string 4. The text beginning with this
grapheme must match the concatenation of the strings A&D, and the preceding string of
graphemes must match the string C in the longest matching rule.
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The main problem of this method of phonetic transcription is that besides several tens of
basic rules, hundreds of exceptions must be manually found. The program for phonetic
transcription must at first check the list of exceptions, and when no applicable exception is
found the list of rules is applied.

The exceptions should be found manually. They are usually in the form of longer strings
than the set of rules. Their construction must ensure that no conflict among them exists. This
is sometimes tricky as can be seen in the following example.

One of the basic rules is # = ji / _i. In the Czech language many words contain a sub-
string ni that should be pronounced [7i], but there is a lot of exceptions to this rule mainly in
the words of foreign origin. According to this rule the word unikdte (you are running away) is
correctly transcribed to [unikate]. Many Czech words have the origin in the English word
unique, like unikat (a unique thing), unikdatni (unique) (these two lemmas have tens of
inflections), and the sub-string ni in these words should be pronounced as [ni]. And here
comes the problem: The word unikat is shorter than the word unikdte, so that an exception
n—> n/u_ ikat
would incorrectly transcribe the word unikate into [unikate]. So, there must be some character
that means the end of word inserted into the exception, e.g.
n—=> n/u_ikat .

Due to the existence of many inflections of the word unikadt, like unikatu, unikatem, unikaty,
unikatu, unikatium, unikatech, many slightly modified exceptions must be added:

l. n—= n/u_ikatu,

2. n—= n/u_ ikatem,

3. n—=> n/u_ ikaty,

4. n— n/u_ikatu,

5. n—=> n/u _ikatech.

[t should be noticed that there cannot be an exception

n-=> n/u_ikate

instead of the exceptions number 2 and 5, because such an exception would incorrectly
transcribe the previously mentioned word unikate. Moreover, the word unikate is also one of
the inflections of the lemma unikat. So, in certain contexts this word should be rewritten into
[unikate]. The good thing is that such a situation would be quite exceptional, because this
word is in the vocative case (meaning that the subject identified by this word is being
addressed). We solve such cases by the frequency approach (i.e. we prefer the most frequent
pronunciations for the ambiguous words) without using the statistics of the word-pairs.

If we represent the exceptions in the same form (9) as the rules, there would be no reason
to make a difference between the exceptions and the rules. All the rules could be in a file that
would be used by a relatively simple program for the phonetic transcription. The alternation
of the rules would be a question of the editing of the file with the rules without a need to
compile the program again.

[f the transcription system described above had contained all the rules existing in the
Czech language, 1ts accuracy would have been very close to 100%, because the ambiguous
words are not very frequent in this task. The problem that should be solved is to find some
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methods of automated acquisition of a consistent set of all these rules. One of the helpful

solutions is described in Chapter 6.3.6.

Provided we already have a set of rules, we can test their consistency in the following
way: We should try to find and remove possible duplications in the concatenations of the
strings C&A&D, and then we should use this set of rules for the transcription of a test set of
words whose correct transcriptions are already known. During this transcription the records
will be made about the cases when some rule has produced an incorrect output and how many
times each rule was used. The rules that have produced any incorrect output and the rules that
have not been used should be altered or removed.

The system for the phonetic transcription described in this chapter produces for each word
in our vocabulary only a single phonetic transcription. In Chapter 6.2.6 we have mentioned
that there are multiple phonetic transcriptions of some words in our vocabulary. We have
found four reasons for a single word to have more than a single phonetic transcription:

1. The phonetic phenomenon of assimilation. (The pronunciation of words changes in
dependence of the adjacent words.)

2. The word is a homograph. (Typically the word has some meaning in the Czech language
and at the same time some other meaning in some foreign language but with a different
pronunciation.)

3. The word has an alternative orthographic variant that is present in our normalization list
mentioned in point 8 in Chapter 6.1.2. Some of these variants can also be a source of the
alternative phonetic transcriptions as it is written at the end of Chapter 6.2.6.

4. The word has more than one way of pronunciation, because different people have
different speaking habits. This applies both to the words of foreign origin (some people
pronounce them in the foreign way and some other people in the Czech way) and to the
Czech words. Book [58] (pp. 320 — 345) mentions many rules of the Czech orthoepy
(standard pronunciation) with many alternative variants. But this source is not enough for
our purpose because people pronounce some words in a way that is regarded as colloquial
or slang. The best other source of the information about the alternative pronunciations is
checking the errors in the output of the recognizer and listening to the speech data that
were recognized with these errors. These errors usually have some acoustic reason.

It is possible to make the additional phonetic transcriptions caused by the reasons 1 and 3
automatically or semi-automatically, but the other types of the alternative phonetic
transcriptions must be edited manually. The less important pronunciation variants of the less
frequent and longer words should be omitted so that the search space of the recognizer would
not be too large. Our largest 312k lexicon has 18,933 additional phonetic transcriptions,
which is equal to 1,06 transcriptions per lexicon item [15]. The effects of the additional
phonetic transcriptions and some other recognition experiments regarding phonetic

transcriptions are given in Chapter 7.3.

6.3.5. The Use of Neural Network for Phonetic Transcription

A system for phonetic transcription based on an artificial neural network was developed in
SpeechLab in 2000. It is described in [65] (in English), [7] and [63] (in Czech).



The system draws on the idea of the famous neural net called NETtalk published by the
American scientists Terry Sejnowski from Johns Hopkins University and Charles Rosenberg
from Princeton in [66] and [67]. This research is also briefly described in [3] (pp. 585 — 586).
Our neural network reads five graphemes of the word to be transcribed in a sliding window
and guesses the phoneme for the central grapheme. Two graphemes on either side of this
central grapheme provide a context that helps to determine the pronunciation.

Q0000006 .b
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1st letter 2nd letter 3rd letter 4th letter 5th letter

Figure 5. Neural net for phonetic transcription of the Czech language [63]

Figure 5 shows the scheme of our neural network. The neurons of the network are
symbolized by the circles. The lower row of neurons is the input layer, the row above it is the
hidden layer, and the upper row is the output layer of the network. The neurons in the adjacent
layers are connected by the synapses in such a way that each neuron is connected with all
other neurons in the adjacent layer. Each synapse is assigned with its weight. The weight is a
real number.

The input layer has so many neurons as the number of graphemes in the Czech alphabet
times five. We had 44 graphemes in the Czech texts including a special character that must fill
the beginning and the end of the input words, so that their first and their last grapheme can
appear in the center of the sliding window. So, the input layer has 220 neurons organized in
five sections of 44 neurons. The five sections correspond to the five graphemes in the sliding
window. A grapheme is encoded in its section as an excitation of one of the 44 neurons.
Mathematically it means that the neuron that corresponds to the grapheme is assigned with
number one and all the other neurons in the same section are assigned with zeros. So, in each
step there are exactly five neurons assigned with number one and the other neurons are
assigned with zero in the input layer.

The hidden layer has 56 neurons because the number of neurons in the output layer is also
56. In fact, the number of neurons in the hidden layer can be arbitrary. In one of our
experiments we doubled the number of neurons in the hidden layer, and the performance of
the network slightly improved, but the time consumed by the learning of the network
increased considerably. It is also possible to have more than one hidden layer in the network.

The output layer has so many neurons as the number of phonemes. Our network had 56
output neurons. This number is higher than the number of phonemes in the PAC in Table 2.
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The reason for this is the need to introduce some additional phonemes that allow mapping of
single graphemes to single phonemes. (The rules in the rule-based system described in
Chapter 6.3.4 could also map strings of graphemes to the strings of phonemes.) For example,
the phonetic transcription of the word Emma is [ema]. One of the letters in the sub-string mm
must be mapped to a special phoneme that means no sound. The phonetic transcription of the
word Lucie is [lucije]. The sub-string ie must be mapped to the string of phonemes ije. So, we
have introduced a special phoneme that stands for the string of phonemes je as one of the
additional phonemes to which grapheme e is sometimes mapped. Czech words have mostly
simple rules for the pronunciation of letters that constitute them. The phonographic nature of
the Czech language is very favorable for the representation of phonetic transcription in the
neural network. For every set of the five graphemes that are entered into the input layer the
network computes the values of the neurons in the output layer. These values are compared to
the correct values that are equal to the encoding of the correct phoneme for the central
grapheme in the input layer. This encoding is based on the same principle as the encoding of
the graphemes in each of the five sections of the input layer. The difference between the
correct and the computed values is used for the adjusting of the weights in the network. The
values of the weights influence the output of the network. They are gradually modified so that
the error of the network is reduced.

The network was trained on the set of 5 thousand words and its performance was at the
same time measured on the test set of some other 5 thousand words. These 10 thousand words
were the most frequent words in our newspaper corpus that we had collected in 2000. The
foreign words with irregular pronunciation, e.g. Angeles [enCls], were not present in these
sets. The Czech words of foreign origin with exceptions in pronunciation, e.g. unikatni
[unikatni] (unique), were a part of these sets. We had computed the phonetic transcription for
each of these 10 thousand words with the use of our rule-based system developed in 1999 and
manually corrected eventual mistakes. We had also converted the phonetic transcriptions to
the form that enables mapping of single graphemes to single phonemes as it is described in
the previous paragraph. The network has learned phonetic transcription on the set of 5
thousand words by the method of back-propagation that is described in many textbooks about
artificial intelligence and neural networks, e.g. [3] (pp. 578 — 584). It 1s also presented in [63].

The result of this research was the following: Our neural network has learned the most of
the Czech basic pronunciation rules and was able to apply these rules to the words that were
not part of its training set. The problem was that the network was not able to learn all the
basic pronunciation rules at the same time. Its ability to cope with the exceptions was even
worse. Our best result was 95.73% of correctly transcribed words in the set of 10 thousand
words while our rule-based system could correctly transcribe approximately 99.98% of words
in the same set.

The neural network could be a good tool for the phonetic transcription if a set of examples
with the correct solutions that are governed by only a few rules was available. If the network
succeeded to learn all the examples, it could transcribe well all the other words that have the
same rules of phonetic transcription. The advantage of this solution would be no need to

compile any set of explicit rules.
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The neural network is not a good tool in the real-life situations of phonetic transcription
where a lot of rules and exceptions exist. Its most serious drawback is the nature of the back-
propagation algorithm that usually gets stuck in some local minimum in the error surface that
prevents it to find the global minimum — the optimal solution, which is finding of all the rules
and exceptions. The languages of a less phonographic nature than the Czech language would
also have problems with their representation in the network. Another disadvantage of neural
networks is the fact that they cannot be used as tools for finding explicit rules that can be used
in the rule-based systems. The rules learned by neural networks are implicit. They are a result

of the interaction of all the weights that connect their neurons and take part in the
computations transforming the inputs into the outputs.

6.3.6. The Use of Genetic Algorithms for Finding the New Rules for Phonetic
Transcription

Having learned that a neural network cannot offer a satisfactory solution to our task of
phonetic transcription and at the same time knowing that our existing rule-based system
makes so many mistakes that laborious manual corrections of its output are inevitable, we
have approached the task of automated finding of new rules for our rule-based system. The
method that we have successfully tried is based on the sub-field of genetic algorithms called
grammatical evolution. Our solution is published in [68]. Grammatical evolution is for the
Czech readers explained in [69] (pp. 148 — 152). The outline of genetic algorithms is e.g. in
[3] (pp. 619 — 621).

Genetic algorithms generate a great number of possible solutions and select the most
promising of them to become the parents of the new solutions, which are similar but not the
same as their parents. Sometimes quite different solutions are generated to explore the yet
unexamined part of the space of possible solutions. The solutions are individuals that breed
their children with mutations. The quality of the solutions is the analogy of the quality of
living conditions. Only the individuals that live in the good living conditions can breed and
their children can possibly find even better living conditions. The other individuals die.

The individuals in our problem are rules for phonetic transcription in the form (9). These
rules can be modified in the process of breeding with the exception of the strings 4 and B. The
strings A4 and B are the same for the entire population of individuals. In this way we can for
example find new rules for the transcription of words containing the sub-string #i that should
be transcribed as [ni] (see Chapter 6.3.4). The strings around the string 4 are automatically
generated and each rule that originates in this way is individually tested as a part of a fixed list
of the basic rules. If the tested rule happens to successfully transcribe the words that were
transcribed incorrectly without this rule, and at the same time this rule does not incorrectly
transcribe the words that were transcribed correctly without this rule, it is selected either for
being the parent of the next generation of individuals or selected as the new rule for our rule-
based system when the grammatical evolution is terminated after a certain number of
generations. In the course of grammatical evolution also some individuals that spoil
transcriptions of some words are selected to become parents.

In this way we have successfully obtained new rules that transcribe words that contain
sub-strings di, ti, and ni that should be transcribed as [di], [ti], and [ni] respectively and not as
[d7], [¢i], and [Ai] as the basic rules say. This class of words contains the largest number of
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exceptions in the Czech pronunciation. The same method can be applied to finding the
arbitrary other rules as well. The data needed for the derivation of rules (the training set) are
in the form of the set of words that contain a certain string 4 with correct transcriptions that

contain a certain string B. The derived rules can be usually successfully applied also to some
other words not present in the training set.

6.4. Language Model

6.4.1. The Purpose of the Language Model

A language model represents knowledge about language. This knowledge is usually in the
form that tells what words are appropriate for a certain context. People can acquire such
knowledge in the course of all their verbal communication, and they use this knowledge every
time they hear the speech in the language they know, because many words are uttered
unclearly. Machines that should recognize continuous speech must also use such knowledge.

6.4.2. N-gram Language Model

The n-gram LM is used in the majority of continuous speech recognizers. It is also the kind of
LM used in our lab for CSR. The n-gram LM is a table of conditional probabilities of a word
on condition that a certain succession of n — 1 words has preceded it in the speech. The
probabilities are computed from a large training corpus. Thanks to this fact the n-gram LMs
are also called statistical LMs. Each conditional probability P is expressed by formula (10).

P of the m-th word in the corpus = P(W|Wmnt15-e» Win-1) (10)

The probability (10) is called “n-gram”. In terms of counts of word-successions in the
corpus the same conditional probability i1s computed according to formula (11).
Clw = aeioow. )

'(wm—n+| -dig ] “}m—l )

P of the m-th word in the corpus = (11)

According to the value of n the n-gram LM is called zerogram (n = 0, all words have the
same probability, no need to count them in the corpus, in fact it is no LM), unigram (n = 1, all
probabilities are relative frequencies of words in the corpus), bigram (n = 2), trigram (n = 3),
quadrigram (n = 4). N-gram LMs of higher orders are usually not used.

N-gram LM is computed only for the words that are selected for the recognizer’s
vocabulary. When the vocabulary has m words, the number of probabilities in the n-gram LM
is m". The most of commercial recognizers are capable of working with a 60-thousand-word
vocabulary and a trigram LM. This is suitable for the English language and some other
languages whose words do not have many inflections. The number of probabilities of the
resulting LM is 60,0003 = 216,000,000,000,000. In the case of the Czech language the number
of words in the vocabulary must be several hundreds of thousands. The current largest
vocabulary used for CSR in our lab has 312 thousand words. A trigram LM of such a large
vocabulary would have more values than the contemporary hardware can operate with. For
this reason we use a bigram LM. The number of probabilities in our LM is 312,000% =

97,344,000,000.
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6.4.3. Bigram Language Model

The bigram LM estimates that a sentence / have new shoes. is more probable than a sentence /
has new shoes. The reason for this is the fact that in a large training corpus of grammatical
English sentences the word 7 is followed by the word have more times than by the word has.
It means that the conditional probability of the word have on condition that the word /
precedes 1t is higher than the conditional probability of the word has on the same condition.
Every human language has many such examples.

Our bigram LM is incorporated into our recognizer in the way that is shown in equations

(1) and (2) in Chapter 3.2. Equation (12) brings the term representing the LM in these two
equations in concordance with equation (10).

8Wn1, W) = P(Wpy = Wyl Wyt = Wyt) (12)

The index 7 in equations (1), (2), and (12) does not express the order of the n-gram LM as

it did in equations (10) and (11). In equations (1), (2), and (12) it stands for the index of the
word in the recognized sentence.

6.4.4. Advantages of the N-gram Language Models

1. N-gram LMs are flexible enough to allow the recognition of arbitrary utterances.

2. The algorithm of computing of the n-gram statistics is language independent.

3. The algorithm of computing and using of the n-gram LM is relatively simple, especially in
the case of very small vocabularies.

4. N-gram LMs are left-to-right. It means that they predict the future from the past. For this
reason they can be well integrated with the acoustic models based on HMM:s that are also
left-to-right.

5. N-gram LMs can be easily focused on a certain topic domain. The n-grams coming from
the in-domain part of the training corpus can get some higher weight than the other n-
grams and the two resulting groups of n-grams can be easily merged. The results of this
technique are often surprisingly good. See e.g. [70] or [20].

6. N-gram LMs describing the probabilities of wordforms can be easily combined with n-
gram LMs describing the probabilities of grammatical categories of wordforms. A report
about SpeechLab’s initial experiments with the resulting class-based LMs can be seen in
[F1]:

6.4.5. Disadvantages and Challenges of the N-gram Language Models

1. N-gram LMs consist of a very large number of parameters equal, as stated in Chapter
6.4.2, to m" where m is the size of the vocabulary, and » is the order of the n-gram LM.
The vocabulary size m must be usually very large which means that n must be usually
smaller than 4.

2. Practically usable n-gram LMs can describe only local dependencies of words, but the real
dependencies in the languages go beyond the successions of two or three words. For
example, the trigram LM cannot find a syntactic error in a sentence A man over there have
a gun.

3. N-gram LMs should contain probabilities of all possible word-pairs or word-triplets. But
no training corpus is large enough to contain every possible succession of two or three
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words. Chapter 7.1.2 informs that a 2.6-GB training corpus of plain text contains
60,228,569 different word-pairs composed of words in a 312k vocabulary. The number of
word-pairs whose probability must be estimated is in fact 312,000%. This means that our
corpus contains only 0.06% of all possible word-pairs. Some of the word-pairs that are
missing in the corpus should really have almost zero probability. Some other missing
word-pairs are admissible for the grammar of the given language. The art of language
modeling consists in distinguishing the one group of missing word-pairs from the other
and assigning appropriate probabilities to the admissible word-pairs. This task is solved by
the so-called LM smoothing described in Chapter 6.4.6.

4. N-gram LMs must be estimated from substantially large training corpora. Preparation of
such corpora is very laborious (see Chapter 6.1.2), and counting of the frequencies of
word-successions must be done in some efficient way (see Chapter 7.1.2).

5. Bigram LMs for vocabularies exceeding approximately 10 thousand words must be
represented in a way that enables both their fitting into the operating memory of the
contemporary PCs and an efficient retrieval of information they contain in the course of
speech recognition. Our solution of this problem is indicated in Chapter 3.2.

6.4.6. Smoothing

Smoothing gives the solution to the zero-frequency problem also called “data shortage™ or
“data sparseness”. We want to make a rule for every possible combination of circumstances
that can happen. The rules can be inferred from our training data, but we do not observe each
combination there. So, we must develop the rules for the combinations missing in the training
data in some other way than directly inferring them from the data. We can make use of the
similarities of the data.

In the case of the language modeling, we can utilize the fact that wordforms belong to
grammatical categories. We can infer the rules governing the successions of the grammatical
categories from our training corpus. If we knew the probability of grammatical category for
every wordform, we could assign a bigram probability to every word-pair. The result is the
so-called “class-based language model” previously mentioned in Chapter 4 and in point 6 in
Chapter 6.4.4. Class-based LMs are not a subject of this thesis. The LM smoothing studied in
this thesis is less sophisticated, and we will justify why it is advantageous for us to have it in
this way.

All smoothed n-gram LMs are derived from the so-called Maximum Likelihood
Estimate language model (MLE LM). This LM is computed from the training corpus
according to formula (11) in Chapter 6.4.2. The notion of MLE is also in [6] (p. 200).

The simplest method of assigning non zero probabilities to all unseen n-grams in the
training corpus is smoothing by adding 1 (also called the Laplace’s law) and its
generalization called smoothing by adding less than 1 (also called the Lidstone’s law)
described by formula (13).

C(w
C(w

LSW )+ a

m-n+l2*"* m

sWo ) +aV

(13)

5 ( “"m|wm ntlseees W |) =

m-n+l2"*"

Parameter ¢ in formula (13) is some number larger than 0 and equal or less than 1.

Parameter V is the size of the recognizer’s vocabulary.

41



Each method of LM smoothing transfers some probability mass from the n-grams that are
present in the training corpus to the unseen n-grams. The result of smoothing by adding
something between zero and one gives either too much probability mass to unseen word-
successions while unacceptably reducing the probabilities of very frequent word-successions,
or (when the parameter a is small enough) the unseen n-grams get probabilities that do not
match empirical distributions at low frequencies.

The smoothing method of our choice is Witten-Bell discounting. It was firstly published

as Method C in [72]. The probabilities in a bigram LM smoothed by this method have the
values computed according to formulae (14) and (15)

Ol w. iy =
P - _":———-——]_"'—__
(w,lw,) Cony+T(w) 1if C(wi, w) >0 (14)
P(w,|w,) = () if C(wy, wa) =0 (15)

(V' =T(w))-(C(w,) +T(w,))

where 7(w) is the number of wordform types that follow wordform w in the training corpus.

The idea of this smoothing is the following: The conditional probability of wordform w;
on condition that wordform w, precedes it is directly in proportion to the number of wordform
types that were already observed in the training corpus to follow the wordform w;. Add-one
smoothing and Witten-Bell discounting are in detail explained in [6] (pp. 206 — 214). In the
following paragraphs we give some details about Witten-Bell discounting that are not a part
of its standard description.

According to the theory of probability, the sum of conditional probabilities on the same
condition must be equal to one. In the case of language modeling it means that the sum of
conditional probabilities of words on condition that a certain sequence of words precedes
them is equal to one. Identity (16) is important for understanding further formulas in this
chapter. It tells us that the sum of counts of all word sequences that end in the same wordform
w,, is equal to the count of the shorter sequence in which the last wordform w,, is missing. In
the case of the bigram LM this identity is in the form (17).

Z C( H',mv-n+| LA “’Jm ) 5 C‘( “Jm—n+ ]2 H,m—! ) (16)

> C(w;,w,) = C(w,) (17)

Formula (16) and its special case (17) can help to prove that the MLE, add-one, and
Witten-Bell LM obey the abovementioned law of conditional probability. For example, the
fact that a sum of bigrams ending with the same wordform in the Witten-Bell LM is equal to
one can be proved by formulae (18) and (19). The sum of probabilities of bigrams beginning
with the same wordform w; that are present in the training corpus (see formula (14)) is
expressed by identity (18).

COM ) oo C(w,)
; P(w,|w,) = Z C(w ) +T(W,) = Cow )+ T0w,)

(18)
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The sum _ofprobabilities of bigrams beginning with the same wordform w that are not present
in the training corpus (see formula (15)) is expressed by identity (19).

£\ T'(w,)
P(w,|w,) = ‘ =
Z HZI:(V—T(W.))-(C(WIHT(W,)) (19)
V-T(w)) - T(w,) T'(w)

SV =TW)-(C(w)+T(w))  C(w)+T(w )

It is easy to see that the sum of the right sides of formulas (18) and (19) is equal to one.

When using the Witten-Bell discounting in the real applications, we must make rules for
every possible situation to prevent run-time errors that could terminate several hours long
processing of the list of word-pairs whose purpose is the computation of the smoothed LM.

The only case that can end up in a run-time error is the situation when some word in the
recognizer’s vocabulary is missing in the training corpus. This can happen when we have
compiled a vocabulary for some special domain for which we do not have any training corpus
available. The easiest way of the solution to this problem is to give bigrams that begin with
the wordform w; missing in the training corpus a uniform distribution of probability (20).

P(wzlw,)=% if C(wy) =0 (20)

When we look to the formula (15), we can conclude that another situation that can end up
in a division-by-zero error is when 7(w;) = V. Then we realize that this situation can’t happen
because in this situation the formula (15) is never used. But when this situation is projected to
the equations (14) and (18), we can see that the sum of probabilities of bigrams beginning
with the same wordform w; is less than one.

But there is yet another situation in which the standard formulas for Witten-Bell
discounting do not return a satisfying output. It is the situation when 7(w;) > V/2. Formulae
(14) and (15) have in common term (21).

1

A R Ry (21)
Cw,)+T(w,)
The rest of formula (15) is higher than one.
__?LJVQ__ 1t T('Wl) > K (22)
V-T(w) 2

The rest of formula (14) can be equal to one or higher than one (it is the count of the word-
pair wi, w, in the training corpus), which means that sometimes the Witten-Bell discounting
gives higher probabilities to the word-pairs unseen in the training corpus than to the word-
pairs that have the same first word and were seen in the training corpus, because

T(w,)

P s surely higher than 1, but C(wy, wy) can be equal to 1. (23)
V-T(w,)

We can solve this situation by applying for example the add-one smoothing (24) to the
affected lines of the bigram LM. So far, we have been using this approach, see [70].
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P(W2|Wt)::
Cw)+V

if 2T(wy) >V (24)

Or we can design new formulae (25) and (26) to avoid the drawbacks of add-one smoothing.

P(w,|w,) = C(w|aw2)'(C(w])+2T(w])__V)
; Cw)-(C(w)+T(w,))

if 2T(wy) > Vand C(w;, w2) >0  (25)
1
P(“’ w —— =
XIwy) Cony+Ton) if 2T(wy) > V and C(w;, wy) =0 (26)

With the help of identity (17) we can prove that formulae (25) and (26) produce conditional
probabilities that are in compliance with the probability theory:

C(w,)-(C(w 2 2
ZP(WEIWI)= (w,)-(C(w,) +2T(w,) V). Cw)+2T(w) ¥ if COwy, wa) >0 (27)

C(w,)-(C(wI)+T(wl)) Cw)+T(w,)
V=T(w)
P _ 1 =
é (w,|w,) ————-—C(WI)+T(WI)1fC(w1,wz) 0 (28)

The sum of the right sides of formulae (27) and (28) is again equal to one. Moreover, the
formula (25) reasonably solves the situation when T(w;) = V.

C(w,w,)-(C(w))+2V -V) & C(w,,w,)

P =
(1) COw)-(C(w)+7) C(w,)

(29)

If 7(wy) = V, it is no longer any reason for smoothing, and the appropriate LM is MLE.

In Table 21 in Chapter 7.4.3 we present the conditional cross perplexity of LM against
two test corpora. The LM is smoothed by Witten-Bell discounting in its standard form (14),
(15), and (20), Witten-Bell discounting combined with add-one smoothing (24), and the
improved Witten-Bell discounting modified by formulae (25) and (26).

Many other kinds of LMs are successfully used in the research community dealing with
ASR. Some of these LMs can provide a more precise description of the given language than
e.g. Witten-Bell discounting. We do not plan to use these better LMs in the near future,
because we would have problems with their implementation. Let us explain this on the
example of the popular linear interpolation smoothing.

The trigram LM smoothed by the linear interpolation smoothing has probabilities
computed according to formulae (30) and (31).

P(wjl"’vn W: ) = /13P(W3|prz)+ )LZP(HJJ|W2)+ ;L|P(H’3)+ j.“ [V (30)

A, =1 (31)

[]
=0

The probabilities in this LM are a result of a weighted sum of conditional probabilities found
in the training corpus. This kind of smoothing solves the zero-frequency problem using the
following rules: If a particular trigram P(ws|wi, wy) is not present in the training corpus, let it
be estimated with the help of a bigram P(ws[w2) with a shorter one-word history. If such

4



bigram is also missing in the corpus, let it be estimated with the help of the frequency of a
single word P(ws). And when even the single word wj is missing in the corpus, let is be
substituted by a uniform unigram probability (the zerogram LM) 1/¥. This method was
introduced in [73] as deleted interpolation. The weights A in formula (30) can be optimized
in such a way that the perplexity (explained in Chapter 6.4.11) of the resulting LM on the
training corpus is minimized. Besides the accuracy of recognition, the perplexity is the second
most important parameter of the LM, because it can be observed that ASR systems with LMs
with a lower perplexity on the recognized text have usually a higher accuracy of recognition.
In other words, in language modeling we should always strive to construct LMs with the
lowest possible perplexity. So, the linear interpolation smoothing looks like an ideal kind of
LM. We do not use this smart LM for the following reasons:

1. The LM smoothed by linear interpolation is not normalized. It means that the sum of
conditional probabilities of words on condition that a certain sequence of words precedes
them is not equal to one. The formula (31) is not enough to ensure the normalization. The
truth is that in most applications this LM serves well even without being normalized,
because the only thing that matters is its minimized perplexity.

2. The LM smoothed by linear interpolation contains too many distinct values. In Chapter
3.2 we explain the necessity of compressing our LM based on a 312k vocabulary. Our
compression algorithm takes advantage of the fact that all the bigrams beginning with the
same word w; and having the same count C(w,, w,) have the same probability in the MLE,
add-one, and Witten-Bell LMs respectively. Formula (30) modified for the case of the
bigram LM conditions its result not only on C(w;, w;) and C(w;) (the probability
P(wy|wy)) but also on C(w») (the probability P(w,)). Moreover, the linear interpolation LM
usually outperforms the other LMs only if it is computed using the so-called “bucketed
smoothing”, which consists in optimizing several sets of Aparameters for distinct histories
of n-grams. This improvement also extends the variety of probabilities in the resulting n-
gram table. The linear interpolation LM is usually supposed to be kept in memory as a
table of easy-to-compress MLE probabilities P(wswi, w2), P(wsw2), P(ws), and 1/V,
together with several sets of the A weights. The smoothed probabilities are computed in
the course of recognition. This means that for a given history of words w;, w, every
possible word w; must be tested. Our recognizer makes use of the fact that the values of
its LM are not only compressed but also sorted, so that only the most probable bigrams
starting with a certain word are tested. If we had to implement the LM smoothed by linear
interpolation, we should quantize its resulting probabilities, so that they become less
variable, and then sort each row of our LM.

3. The linear interpolation of MLE LMs is a relatively computationally intensive algorithm.
The training corpus must be divided into the so-called “training” part and “held-out™ part.
The MLE probabilities are computed from the training part of the corpus. Then the linear
interpolation algorithm in several iterations updates the hweights, §o that the p‘erplexity of
the resulting LM on the held-out corpus is minimal. In each l.teranon a long list of word-
pairs existing in the training corpus is processed. In our case it would be about 60 million

word-pairs. In contrast, the computation of the Witten-Bell LM takes only two passes

through the list of word-pairs.
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6.4.7. Implementation of the Bigram Language Model

We must work with vocabularies containing more than 300k words. The bigram LM based on
a several-hundred-thousand vocabulary is so large that it must be compressed. In Chapter 3.2
we reveal our representation of the bigram LM in the computer memory. In point 2 in Chapter
6.4.6 we describe how dependant our algorithm is for LM compression and a retrieval of

information out of it on the method of LM smoothing. Only the LMs like MLE, add-one,
Witten-Bell, and the likes of them are acceptable for us.

6.4.8. Appropriateness of the Bigram Language Model for the Czech Language

The Czech language has many properties that impair the help of the standard n-gram LMs
based on wordforms in ASR. Let us depict the most important difficulties.

The Czech language has a very rich vocabulary of wordforms. This leads to the need of
working with very large LMs (occupying too much of computer memory space) that can be
maximally of the second order (the bigram LMs).

The Czech language is very inflective. It is the reason for its rich vocabulary. At the same
time, the Czech language is governed by many rules of gender, number, and case agreement
within the sentences. A considerable number of word-pairs should not appear in a
grammatical Czech sentence. This results in very sparse MLE LMs that must be smoothed
somehow, but smoothing that does not take into account the information about the Czech
grammatical agreement gives too much probability to the bigrams that should retain a zero
probability. This problem is depicted in Table 4. The Czech part of the table is both larger and
sparser than the English part.

Table 4. The comparison of the corresponding parts of the Czech and the English bigram
LM containing all possible pronoun subjects and a verb jit (to go). The gray fields should
contain zero probabilities.

Jjdu

you
he

we

you

they

A side effect of the rules of grammatical agreement is a relatively free word order in the
Czech sentence. The grammatical agreement carries the information about the relations of
subjects and objects, so there is no need to order the words 1n Czech sentences. Thi§ reduces
the LM sparseness, but at the same time the n-gram probabilities become Ies.s dils‘tinct.in
predicting the correct words from the previous words. The example of the variability with
which a single Czech sentence can be formulated is given in Table 5.
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Table 5.  The free word order in the Czech sentence. The ordering of words often expresses
the stress on a particular part of the sentence.

I can’t repair that engine myself. 1
can be expressed in the Czech language as:
Nemohu opravit ten motor sam.
Nemohu sam opravit ten motor.

Sam nemohu opravit ten motor.
Sam nemohu ten motor opravit.
Sam ten motor nemohu opravit.
Ten motor nemohu opravit sam.
And still many other variants are possible.

Thanks to the fact that the Czech language is partly a product of the linguists living 200 —
300 years ago (Josef Dobrovsky, Josef Jungmann, and Frantisek Palacky to name a few) who
were compiling the dictionaries of literary (standard) Czech according to some old Czech
literature whilst the folk was speaking using Germanisms and colloquialisms, there is still a
distinct gap between the spoken and written form in the Czech language. It would be for
example difficult to compile a corpus of the Czech colloquial spontaneous speech, because
the most of the written Czech language is in the literary form. The language in which the
Czech broadcast news are presented is however mostly standard.

All these properties suggest that a simple statistical approach is not sufficient for ASR of
the Czech language. Nevertheless, this thesis tries to explore the potential of statistical
methods in this task.

6.4.9. Collocations in the Bigram Language Model

Treating some word-successions as single words influences the quality of the n-gram LM.
Such word-successions are called collocations and they are described in Chapter 6.2.10. Their
effect on the bigram LM was published in [51]. The description of this problem given here is

more detailed.
Table 6 shows a part of the bigram Maximum Likelihood Estimate LM with selected

words that are not joined into collocations. The gray fields carry zero conditional probability
according to some hypothetical data.
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Table 6.  The part of the bigram MLE .M w

: ithout words joint into collocations. The fact
that the words Burkina and is have more than :

one Czech equivalent is an example of Czech

inflection.
Burkina | Burkiné Faso je byla s L
(Burkina) | (Burkina) | (Faso) (is) (.:'s) (with) (in)
Burkina
Burkiné
Faso
je
byla
s
.

Table 7 shows the same part of the LM as Table 6 but the words Burkina and Faso are
joined into a collocation.

Table 7._ The_part of the bigram MLE LM with some words joint into collocations. The
indications of zero probability (the gray fields) correspond with Table 6.

Burkina_ | Burkine je byla s v
Faso Faso (is) (is) (with) (in)

Burkina Faso

Burkine Faso
je
byla

S

vV

Table 6 and Table 7 demonstrate that treating collocations as single words removes from
the bigram LM the sparse lines dedicated to collocations. Otherwise such lines (in our
example they are the first two lines in Table 6) would have been given some inappropriate

probabilities in the course of smoothing.
See Chapter 7.4.2 for experimental results showing the importance of joining words into

collocations for CSR.

6.4.10. Compound Words in the Bigram Language Model

Decomposition of some wordforms into several parts affects the quality of the n-gram LM.
We were experimenting only with the so-called compound words characterized in Chapter

6.2.11. The effect of their decomposition on the bigram LM was shown in [51]. Here we want

to present this problem in a more comprehensible way.
Table 8 shows a part of the bigram MLE LM with some selected words. The gray fields

carry zero conditional probability according to some hypothetical data.

48



Table 8.

The part of the bigram MLE LM with whole words
nevidet
(not to
see)

nejvetsi | mensi | nejmensi
(the |(smaller)| (the
biggest) smallest)

nejvetsi

mensi

nejmensi

Table 9 shows the same part of the LM as Table 8 but the words that contained prefixes ne
and nej are now decomposed.

Table 9.  The part of the bigram MLE LM with decomposed words. The placement of zero
probability (the gray fields) is derived from Table 8.

ne nej jit videét vetsi mensi
(the *est) (to see) | (bigger) | (smaller)

Table 8 and Table 9 demonstrate how the decomposition of words reduces the vocabulary
and the sparseness of the LM. The percentage of non-zero (white) fields in Table 9 is bigger

than in Table 8. _ o
See Chapter 7.4.3 for experimental results showing the importance of decomposition of

words into their parts for CSR of the Czech language.

6.4.11. Evaluation
The most important criterion of the quality of LM is its influence on the accuracy of

recognition. The results of this kind are reported in Chapter 7.4. . : |
However, it is important to test the quality of the LM using only the text information

about the test corpus. The result of this test is independent of the acoustic quality of the
recordings transcriptions of which the test corpus consists. The quality of the LM itself and
the measure of how the LM matches the test corpus is usually in the form of perplexity

defined by the information theory.
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.Perlplexn}lz(n; lglis Uirsia s mar]t:ed by letter G, and it is derived from the so-called entropy
which 1s arerS letter H. ‘The information theory distinguishes several kinds of entropies.
The relation between perplexity and entropy of all kinds is expressed by formula (32)

G=2" (32)
The basic formula for entropy is (33)

H, ==3%" p(x)-log, p(x) (33)

xe)

where p(x) is the probability of the event x. The set of all possible events x is @, also called
the alphabet. The result of formula (33) is in bits. It is the average information content of the
various events x weighted by the probabilities of the events.

The result of formula (32) is the average number of events from which we must choose
one when predicting the random value of x. When the probability of all possible values of x is
the same, then the entropy is maximal and perplexity is equal to the number of all possible
values in the alphabet of x.

Perplexity of the LM is derived from the so-called conditional entropy defined by
formula (34)

H, = —Zﬂ Z(;q(x, »)-log, q(ylx) (34)
where g(x, y) is the probability of a word-pair whose first word is x and the second word is y.
This probability is equal to the count of the word-pair x, y divided by the number of all tokens
in the training corpus. @ is the set of all words in the vocabulary. g(y|x) is the conditional
probability of the word y on condition that the word x precedes it. In terms of word-counts
g(ylx) is computed according to equation (11), i.e. C(x, y) divided by C(x). g(y}x) may also be
aresult of bigram LM smoothing.
The closeness of the LM to the test corpus is expressed by the perplexity derived from the
so-called conditional cross entropy described by formula (35)
H, ==Y p(x.y)-log, q(31x) (35)
xell yeld
where p(x, y) is the probability of a word-pair x, y in the test corpus, and g(yjx) is the
conditional probability of the word y on condition that the word x precedes it in the training
corpus. The table of all g(y[x) is the bigram LM computed from the training corpus. Words x
and y belong to the same alphabet which is the set of all words in the recognizer’s vocabulary.
Because of the fact that logarithm of zero is undefined, it i1s desirable to set all
probabilities in the LM to some values above zero, hence another reason for the LM

smoothing,

In the case when the test corpus contains so . |
possible methods of computation of conditional cross entropy exist. The first method is to

ignore the OOV words. The second method is to map all the OOV words to the same special
word “OOV”. and this word is added to the vocabulary according to which the LM is

; ; ! _ i 1ethod.
computed. The results in this thesis are computed using the first n

me out-of-vocabulary (OOV) words, two
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Table 10. Computation of conditional ¢

Ioss entropy

Language Model - Bigram r_Q_gyltS________ | Test Data - Bigram Counts
k. AP b 2 d Sum | a b c d Sum
w110 QZPQ o Ve SR e e e
(.20 L B L BT S O PR e 1 | 1 4
e Q. 10) T 4100 T o e Aoets | aisliEmiiee e ol
d 10 10 10 10 40 d |1 1 1 1 4
Sum = Number of Tokens 170 Sum = Number of Tokens 17
Language Model Test Data
- Bigram Conditional Probabilities ¢(ylx) | |- Bigram Conditional Probabilities POx)
a b c d Sum a b c d Sum
@ 1027 H1040 002N ] @02 N0.4 Y0 . [ M
b 1025 [025 [025 [0.25 |1 b B2STI0RS5 9025 (025
¢ (025 1025 1025 9259 e 10.25" 1025 “10.25" 025" |1
d (025 1025 {025 1025 |1 d 1025 [0.25 [0.25 (025 |1
Sum = Vocabulary Size 4 Sum = Vocabulary Size 4
Language Model - Entropy Summands Test Data - Cross Entropy Summands
a b c d Sum a b c d Sum
a [23.22 126.44 |23.22 [23.22 |96.096 a (2322 (2.644 |2.322 |2.322 [9.6096
b |20 20 20 20 80 ™2 2 2 2 8
c |20 20 20 20 80 c |2 2 2 2 8
d |20 20 20 20 80 a |2 2 2 2 8
Sum 336.096 | [Sum 33.6096
Language Model Entropy = 1.97704 | [ Conditional Cross Entropy = 1.97704
=Sum / Number of Tokens = Sum / Number of Tokens

Table 10 shows the example of computation of the conditional cross entropy. The
vocabulary of this task is a set of words a, b, ¢, d. The circled number is the count of all word-
pairs a, b found in the training corpus. This number might have also been the result of LM
smoothing. Examples of computations of intermediate results follow:

Number 26.44 = — 20 - log,0.4 where both numbers have been taken from the LM.
Language model entropy 1.97704 = 336.096 / 170.

This is the example of the use of formula (34).

Number 2.644 = — 2 - log,0.4 where 0.4 is taken from the LM.

Conditional cross entropy 1.97704 = 33.6096 / 17.

This is the example of the use of formula (35). . N
In the example in Table 10 the LM conditional entropy 1s equal to the conditional cross

entropy. It can be seen that this happens only when the probabilities of the training data are

the same as the probabilities of the test data.
0 entropies can never have exactly the same values. But we
y distribution closest to the test data, because such LM

lowest conditional cross entropy.

In real large corpora these tw
must know what LM has its probabilit 1
is the best. In further text we prove that the best LM has the
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In Table 11 we show
entropy computed from t
of the word-pair a, b in t

ltlhedresultiing v‘alues of LM conditional entropy and conditional cross
. e data gl.ven In Table 10. In these data we were changing the count
¢ LM while the rest of the input values stayed unchanged.

Table 11. Sensitivity analysis of entropy computed in Table 10
(a, b) Count | LM Conditional Entropy | Conditional Cross Entropy1
5 1.988757563 2.060986742
10 2 2
20 1.977037675 1.977037675
30 1.930827083 1.985581618

It can be seen in the column for conditional cross entropy in Table 11 that this entropy is
really minimal when it is equal to the LM conditional entropy, and that it increases as the
probability distribution of the LM differs more from the probability distribution of the test
data.

It can be seen in the column for LM conditional entropy in Table 11 that this entropy 1s
maximal when the probabilities of all word-pairs in the LM are the same. In this case the LM
perplexity (2°) is equal to the number of words in the vocabulary of the LM. This entropy
decreases as the probability distribution of the LM becomes more biased.

The formal proof that the conditional cross entropy is the lowest for the LMs with the
probability distributions closest to the test data is the following:

Formula (35) for conditional cross entropy can also have a form

H, = -mnﬁémn log, g(yix) (36)
where #TestTokens is the sum of counts of all words in the test corpus that belong to the
vocabulary of the LM ¢(y|x).

The inner sum in formula (36) is in the form of the so-called cross entropy

H,=-Y p(x)-log, q(x) (37)
xefl
where p(x) and ¢(x) are different probability distributions of the event x.

If we prove that the cross entropy (37) is minimal when p(x) is equal to g(x) for every
possible event x, we can apply this law to the conditional cross entropy between the
probability distributions of the word-pairs in the LMs and the test corpus. -

Because of the fact that in formula (37) the sums of probabilities have identities (38)

Y p(x) =Y a(x) =1, (38)
xef) xef)
We can also say that
Z p(x)-log, q(x) = log, ¢(x)= the average log, g(x). (39)

vell
is a sum of the entropy of the distribution of p(x) and the so-called

The cross e 37
he cross entropy (37) lg) between p(x) and g(x).

Kullback-1eibler distance (relative entropy) D(p



H, = H, + D(plq) (40)
where

D(plg) = Zp(x)'logz P(x) (41)
xef) q‘(x)

Indeed:

H, + D(plg) = =) p(x)-log, p(x)+ 3" p(x)-log, 2 =

xeQ) CI(X)
= —Zn p(x)-log, p(x)+ Z;_:! p(x)-log, p(x) _;1 p(x)-log, g(x) = (42)
= —Z p(x)-log, q(x)=H,
xel)

We can be sure that the entropy H, (33) is always above or equal to zero. If we prove that
D(pllg) is also always above or equal to zero, we will get the evidence that the cross entropy
H, is always above or equal to the entropy H,. The entropy H, is equal to H; (i.e. minimal)
when the probability distribution in the test data is equal to the probability distribution in the
LM.

For the proof we compare the average of logarithms with the logarithm of average. If we
compare formula (41) with formula (39), we can see that D(p||¢) is the average of logarithms.

~D(plg) = T p(x)-log, i"% (43)

vel) p(x
Now, we must construct an analogical logarithm of average (44):

q(x) . N

log, ;p(x) A log, ;lq(x) log,1=0. (44)

If we compare equation (41) with equation (43), we can see the difference in the sign and

the inverse fraction. This modification was done, so that we could compare the analogical
logarithm of average (44) with zero.

So, we have a proof that the logarithm of average of some function is equal to zero. What

else should be done is to compare with it the analogical average of logarithms. We can see in

Figure 6 that a logarithm of an average is always equal to or higher than an average of

logarithms. :
Now we can put these facts together. We have seen that the average of logarithms (43)

should be always equal to or smaller than the logarithm of the average (44) which is always

equal to zero.
-D(plig) <0

D(plg)=0 (45)
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Figure 6. The comparison of the average of logarithms with the logarithm of average |

In this way we have proven that the LM with the probability distribution closest to the test
data has the lowest conditional cross entropy with the test data.
The literature on this topic is for example [74].

6.5. Test Speech Database

The purpose of test speech databases is to estimate the performance of the recognizer on real
data under the real conditions. Before this testing the recognizer was tuned on some training
and development databases. The process of tuning of our recognizer is described in the
following Chapter 6.6. The estimation of the recognizer’s performance is usually done by
manually processing the test speech database the same way the recognizer should process it.
The result of the recognizer is then compared to the result of manual processing. The
recognizer should rewrite the speech into text. The intermediate necessary task of the
recognizer is to segment the whole broadcast news show into speech/non-speech parts. The
speech parts should also be automatically segmented into so-called speaker tums which are
segments with the same speaker and the same acoustic condition, bef:guse this ena_bles the
adaptation of the recognizer to a certain speaker or acoustic condition. So, besides the
transcription of speech also automatic segmentation can be tested on the test speech

databases,

The creation of test speech databas . :
a single database can be tested by many independent recognizers, and their results can be

easily compared. One of the most important databases of that kind is the so-Cfllled Hub4 or
. corpus collected by the Linguistic Data

es is very often a subject of standardization. In this way

HUB-4 American Broadcast News text and acoustic
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Consortium (LDC). Papers [19] and [38] mentioned

ith this database in Chapter 4 report the results attained
W .

sl pl prss he el v n e Crcthpt f s e

= toned in Chapter 3.1 as 1 hour of TV broadcast
news containing 8,451 words. The whole database is called COST278 and contains 7
European languages, flamely Dutch, Portuguese, Galician, Czech, Slovenian, Slovak, and
Greek. The dalabz.lse includes also video files. They can help to check the correctness of
speaker segmentation and to support the development of recognition with the use of the video
part.

The users of the Hub4 database classify the speech segments into the so-called focus or F-
conditions: [75]

FO — clean prepared speech,

F1 — clean spontaneous speech,

F2 — low fidelity speech, including telephone channel speech,

F3 — speech in the presence of background music,

F4 — speech in the presence of background noise,

F5 — speech from non-native speakers,

FX — all other speech and combinations of F1 — F5.

The description of the focus conditions illustrates very well what can be heard in the
broadcast news. The users of the COST278 database, which is described in paper [76], have
adopted the same classification.

A little test speech database has been created for the purpose of this thesis. Its source is
radio broadcast news. The recordings were manually segmented according to grammatical
sentences into single files. The file names enable to discern speech without any stumbling,
speech with a slip of the tongue, low fidelity speech, and speech in the presence of
background music or noise. Another dimension of this description is the names of the
speakers and their classification into professional speakers and guests, and into males and
females. The source for the reference transcriptions was www.tamtam.cz. The cutting of each
broadcast news show into sentences and providing each audio file with the text file containing
manually checked reference transcription was done with the use of the SpeechLab’s software

mentioned in [77]. The resulting database is described in Chapter 7.5.

6.6. Tuning of the Recognizer’s Parameters

The recognizer used in all experiments described in this thesis is described in Chapter 3. The

following parameters influence the quality of rekppIItiON:

Acoustic model (HMMs in the form of cither 16 or 32-mixture monophones),
Language model,

LM Factor,

Word Insertion Penalty,

Prune Threshold,

6. Number of Word-End Hypotheses,

1. Recognizer's vocabulary.
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The first task after the successfyl development of our reco

combination of all its parameters. This task js very difficult bec
the effect of the other parameters.

change one of them to find its opt
dimensions. But a systematic se
several thousands of experiments.
of them lasts sev

gnizer was to find an optimal
i ause each parameter influence
L1s not usually sufficient to have all parameters fixed and

lmal_value. It is necessary to search in the space of several
aTCl.l 1.n the most promising part of this space would take
It is impossible to make so many experiments because each

feral mmute_s or even hours. The time spent by a single experiment depends
on the number of sentences in the development test set. The size of this set should not be too

small, b‘ecause in this case the so-called over-training could occur. The set of parameters is
over-trained when 1.ts performance on the devtest set is significantly higher than on all other
sets. The CSR task is according to our experiences very prone to over-training.

We have used a devtest set of 800 and later 1,600 sentences to tune our parameters. After
several initial experiments we decided to search for the right combination of parameters stated
above in the space of the Language model, LM Factor, and the Word Insertion Penalty. In the
case of the Acoustic model just a small number of experiments can prove that 32-mixture
monophones can attain a better accuracy than 16-mixture monophones with only a moderate
increased time consumption, see results in [11] and [16]. The role of the Prune Threshold and
the Number of Word-End Hypotheses parameters is to prune a search tree of possible words in
the recognized sentence. The Prune Threshold parameter does this on the HMM state level,
and the Number of Word-End Hypotheses parameter does this on the word level. Roughly
stated, the higher these parameters are, the higher is the accuracy of recognition, but each of
them has a certain level of saturation. When the parameter reaches this level, the accuracy
rises only negligibly, but the time consumption still rises. The Recognizer’s vocabulary
parameter is very dependant on the test data. In our initial tuning experiments with the devtest
set of 800 and 1,600 sentences we have used a fixed closed vocabulary. Later we were
experimenting with open vocabularies. In these experiments we have studied the effect of the
vocabulary size, collocations, word-decomposition, and multiple phonetic transcriptions.

The results of our first CSR experiments have lead us to develop the following
methodology of parameter tuning:

1. Use only 32-mixture monophone HMMs as the Acoustic model.
2. Find some reasonable level of the Prune Threshold and the Number of Word-End

Hypotheses parameters. According to our experience these two parameters do not

influence the ideal combination of the other parameters too much [11]. The ideal

combination of values of these two parameters will be fixed for the subsequent points 3

and 4.
3. For each particular L
the Word Insertion Penalty

Table 18 in Chapter 7.4.1 and Figure 10 in Chapter 7'.6' | .
4. Choose the best Language model as the one with which the highest accuracy of

recognition was attained in point 3. We have chosen the Witten-Bell discounting LM.
5. For the best Language model and its optimal combination gt tis LU0 Fa?;ror ?m: :he ;Vo;d
Insertion Penalty parameters find the saturated level of the Prune Threshold and the

anguage model find the optimal combination of the LM Factor and
parameters. See our experimental results in Table 17 and

56



Number of Word-End Hypotheses parameters,

; S : s
and Figute: 12 inChaptes 7.6 €€ our experimental results in Figure 11

The t‘ransmon from the closed vocabulary of 7,033 words for our 1,600-sentence devtest
set usod in' 2002k, theopen woeabil aryof 319,000 words e wweistaiied 8 ilce i B005Hs
changed the ideal combination of the parameters found in 2002 substantiall
vocabulary can be tested only on a large test set, and such an experiment lasts 5);\;
So we have done only a few tuning experiments to find out new
These values can be seen in Table 24 in Chapter 7.6.

Our large
eral hours.
ideal values of parameters.

6.7. Evaluation of Recognition

The standard iisle of the quality of recognition are based on the differences between the
reference transcription and the output of the recognizer. It

is possible to use the following
formulae [11], [6] (p. 271):

Correctness [%] =100 - Al Dol —;:; = (46)
Accuracy [%] =100- E—_—%V;S—_i (47)
Word Error Rate = WER [%)] =100-2i‘$+—1r =100 — Accuracy (48)

N is the total number of words in the correct transcription.

D is the number of word deletions.

§ is the number of word substitutions.

[1s the number of word insertions.

D, S, and / are a result of the minimum edit distance algorithm described e.g. in [6] (pp. 153

~ 156). The result of this algorithm, the sum of the number of deletions, substitutions, and

insertions, is sometimes called the Levenshtein distance. In one variant of this measure each

of the three operations has a cost of 1. In the other variant the operation of deletion and

insertion has a cost of 1, and the operation of substitution has a cost of 2, because it is an

equivalent of one deletion and one insertion. We use the former variant to compute the

accuracy of recognition. In Appendix 1 of this thesis is an example of the output of our

recognizer and the minimum edit distance algorithm applied to it. | o
Another important measure of the quality of recognition is the time consumption. This is

expressed as the so-called real-time factor xRT:

Duration of recognition (49)
Durationof the recognized utterance

xRT =

formula (49) is important especially for the recognition
me, e.g. for the purpose of providing the current
ion. The disadvantage of the real-time factor is its
with the information what

The speed of recognition measured by
lasks that must be performed in real-ti
broadcast TV news show with closed capt
dCPCndcncy on hardware. It should always be presented together
computer was used for the recognition.
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The output of the recognizer may also be
system (see e.g. [6] (pp. 631 - 666)).
Correctness, Accuracy or WER but o
of the document.

The performance of the recognizer may also be

is to the correct meaning of the recognized speech. Many authors (e.g. [8] (p. 87) and [78])
have already noticed that the measures like the WER are not always a good estimate of
understandability of the recognizer’s output for the humans,

Speech recognition

the input of the automatic information retrieval
In this case the most important would be the measure of

nly for the certain key words that characterize the content

assessed in terms of how close its output

should always be evaluated in view of the task it is a part of. For
example, the real-time factor will be more important for the tas

to live news broadcasting than for the task of buildin
database of audio files with archived broadcast news.

k of supplying closed captions
g the information retrieval system in the



Chapter 7
Experiments and Results

7.1. Text Corpus

7.1.1.  Rewriting the Numbers

re are 15% of sentences containi i -
The ntaining numbers in our corpus. 94% of the corpus measured in

bytes is successfully transcribed by our tools. The sentences that failed the transcription are
put into separate files, so that new transcription rules can be learned.

7.1.2. Counting the Words

The first thing that is counted in the corpus is its vocabulary. 32 bytes are enough for the
computer representation of a single Czech word. Czech words that have more than 31 letters
are usually artificially invented and not used in normal utterances. The variable for registering
the count of a word in the corpus can be of an integer type that occupies 4 bytes. A single item
of the resulting vocabulary of the corpus then occupies 36 bytes.

The words in the corpus are computed according to the following algorithm:

A token is identified in the corpus.

A list of already found wordforms is searched for this token.

L e

If the token is found in this list, its count is incremented by one, otherwise the token is
added to this list and its count is initiated to the value of one.

Since this algorithm involves searching in the list of already found wordforms for each
token in the corpus, the whole vocabulary of the corpus should be in the operating memory.
According to Chapter 6.1.3 we should expect that the vocabulary could have as much as 10
million items. The final data structure of the vocabulary should occupy 360 million bytes,
which is equal to 344 MB. This memory space is available in the contemporary personal
computers.

The vocabulary of the corpus is the source from which the vocabulary for the recognizer is
compiled. Once the vocabulary for the recognizer is available, the n-gram language model can
be computed from the corpus. The raw material for the n-gram LM is the list o.f all short
word-successions and their frequencies found in the training corpus. Fo.r example, lm. the ca‘se
of the bigram LM it is the list of all word-pairs, and in the case of the trigram LM it is the list

of all successions of three words. Only such successions are counted in that have all their

words present in the recognizer’s vocabulary. The largest lexicon for our recogflizer compiled
50 far has 312 thousand words. The number of distinct word-pairs for thf? bigram LM that
have been found in our 2.6-GB training corpus introduced in Chapter 6.1.3 is 60,228,569 [50].

Only those word-pairs that are composed of the words present in our 312-thousand-word

vocabulary are counted in that number.
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operating memory not exceeding 1 GB. [t means that cou
performed in some other way

a[gOl’ithmi

1. A word-pair composed of the words present in the reco
the corpus.

2. A sorted list of already found word-pairs

search.

If the word-pair is found in this list, its count is incremented by one, otherwise an unsorted

list of recently found word-pairs is searched for this word-pair.

4. If the word-pair is found in this list, its count is incremented by one, otherwise the word-
pair is added to this list and its count is initiated to the value of one.

5. If the unsorted list of recently found word-pairs reaches the number of items equal to a
then it is sorted together with the already sorted list.

6. If the sorted list reaches the number of items equal to b then it is saved into a binary file
and deleted.

7. After the whole corpus is processed, all found word-pairs are saved in several sorted
binary files.

8. All these files are gradually merged into a single file. Since they are sorted, this operation
is neither memory nor CPU intensive. In each step two files are merged. The memory is
occupied only by two word-pairs in this process. Each file is read only once.

nting of word-pairs must be

than counting of single words. We propose the following

gnizer’s vocabulary is identified in

is searched for this word-pair using binary

L% ]

Figure 7 shows the speed of counting the frequencies of word-pairs (bigrams) and
sequences of three words (trigrams) in a 103-MB corpus that contains 16,730,108 tokens. A
lexicon of 198,878 words was used to determine how the word-successions should be
counted. Every word that was not present in this lexicon was replaced with a special word
“00V”. All the resulting word-successions were then counted into the statistics. The time was
measured on a 863-MHz PC. It can be seen from this figure that parameter 5 mentioned in
point 6 of the above-mentioned algorithm was set to 1 million. The parameter a mentioned in
point 5 was set to 10 thousand. The required operating memory for the main data structure
was then 1,000,000*(2*32+4) B = 65 MB in the case of bigrams and 1,000,000%(3*32+4) B =
96 MB in the case of trigrams. _

The upper graph in Figure 7 shows the speed of counting the word-SuCCeSSIOI.IS. ‘Whenev..rer
I million new word-successions are found, they are saved into a file, and their list is emptied
and filled with newly found word-successions. It can be §een thgt each million‘of bigram
types is found approximately in 971,110 milliseconds (16 mlnuteS) in the case ‘ofbigram's an.d
in 1,071,035 milliseconds (18 minutes) in the case of mgrms. The last bigram token is
processed in the 5,864,333th millisecond, and the merging of 7 f'llz.:s lasts 579,042
milliseconds (10 minutes). A file of 4,068,380 word-pairs is the resul Of,‘,h‘s "}‘Tél"c'rlTh"l'*‘ft
trigram token is processed in the 1 1,738,178th millisecond, and the merging o iles lasts
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2,050,348 milliseconds (34 minutes). A fj
this merge.
The lower graph in Figure 7 shows the S

le 0f 9,090,817

the corpus. It can be seen from this graph that the
linear regardless of the size of the corpus.
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7.1.3.  Updating of the List of Word-Pairs

Figure 7." The efficiency of counting words in the corpus

The computation of the list of word-pairs from a several-GB corpus is a considerably time-

consuming process. When the corpus is changed by
cleaning, the list of word-pairs must be comput
situations appear:

. The vocabulary of the recognizer is changed.
2. A new part is added to the old corpus.

for example applying new rules for its
ed from scratch. Very often two different

ol




vocabulary should be removed from the origj
should be processed to get a list of such word

to the new vocabulary and the other word p

resent in the ne .
e W vocabulary. The resulting two

the old part of the corpus.

7.1.4.  Representation of the List of Word-Pairs

In Chapter 7.1.2 we have learned that a binary fi
of the bigram LM has 3.8 GB. A text file of the same list occupies 1 GB. Is even more
compact representation possible? One solution is to represent words by their order in the
vocabulary. In this representation each word is represented by an integer that occupies 4
bytes. Each item in the list of word-pairs would occupy 3*4 bytes (2*4 bytes for the word-pair
and 4 bytes for its frequency). A binary file of 60,228,569 word-pairs would then occupy 690
MB. If this representation was used in the algorithm for counting the word-pairs described in
Chapter 7.1.2, this algorithm would become even more efficient.

According to our experience, there is not possible to create a file larger than 2 GB in MS
Windows 2000. So, the representation described in the previous paragraph is necessary for
large vocabularies and corpora. The speed of processing is also considerably higher compared
to the representation suggested in Chapter 7.1.2.

le of our list of word-pairs which is a source

7.2. Vocabulary

7.2.1.  Building of a 20k Vocabulary

The source of this chapter is article [54].

In the first step we have found the 20 thousand most frequent wordforms in our largest
text corpus existing in 2002, containing mostly Czech newspaper articles and having
55,841,099 tokens and 856,288 wordform types.

In the next step we classified the selected words into categories shown in Table 12. The
“Common Words™ category contains adjectives, numerals, verbs and other not yet classified

words.
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o v 4]
((:3:: rsiﬂol': S Number of Wordforms %
e 18,449 79.96
People’s Names 251;; ié;
Surnames .

I 777 337
Place Names 1,307 5.66
Sport Expressions 289 1.25
Institutions’ Names and Trademarks 145 0:63

Political Parties and Other Groups’ Names 32

_ 0.14
Currencies’ Names 29 0.13
Ambiguous Words 141 0.61
Words with Irregular Pronunciation 541 2.34
Garbage Words 662 2.87
Total Number of Wordforms 23,072 100.00

To create our vocabulary from these classified words, we eliminated garbage words, some
less important place names and foreign names, and surnames. After that we have made a
process that could be called equalization. For example, in the case of numerals equalization
consists in determining what numbers should represent numerals in our vocabulary, what are
the most common inflections of numerals, that have made it into the 20 thousand most
frequent words of our corpus, and supplying the missing most common inflections into the
whole scale of numerals. The same process should be done with other word categories.

We have found that people’s names, surnames, and place names occur mostly in
nominative and genitive cases. The most frequent people’s names and surnames occur also in
dative and instrumental cases, and the most frequent place names occur also in local case. We
supplied these most frequent grammatical cases of all Czech people’s names and important
Czech place names and all missing pronouns into our vocabulary.

The resulting vocabulary should be tested on some independent text corpus in order to get
apercentage of words in this corpus that are covered by the vocabulary. Words that were not
found in the vocabulary should be examined and supplied into the vocabulary provided they
are not too specific. This could be done in several iterations. .

We enriched our vocabulary by missing important common words aCCOI:dl-llg to the
following procedure. We have collected two corpora, each having mars than 3 million tok(.ens
that are not a part of our 5 5,841,099-word corpus. One of them contained the Intimet .vc?rsmr?
of the newspaper “Lidové noviny” (52% of corpus) and the Internet newspaper Nev.ldltsln)i:
Pes” (17%), 4 diploma theses (2%), and 27 novels (29%). The other Gorpus consisted o
science fiction novels. We have found 85,011 wordforms that were present in both corpora.

xtent stripped of the words that are specific to each of source

This set is to a certain e : R
DEVORIE R D 8 in our previous version of

o nt
torpora respectively. 66,674 wordforms of this set w.erf: Qot prese ‘g
Vocabulary, We sorted these words according (0 their:jotot Requenoips 3 ¥

) ’ 7 F: IEd 284 Of
the most frequent of them. We have examined these most frequent words and suppl
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them that were subjectively felt as important, into oyr vocabul i
i Thefna ot Wu Z?’. This was the final
We have also found 3,820 wordforms in our vo’cabulac’r o
85,011-word intersection of the two corpora, Exploration of
mostly specific for Czech news like Czech place names, spo
and trademarks, political parties names, and some comr;wn
the removal of these words could help to optimize our
use.

The final 23,514-word version of our vocabulary was tested on another corpus. This
corpus, collected from electronic version of the popular Czech magazine about politi(;s and
culture “Reflex™, has 732,569 words and 100,866 wordforms. 80% of tokens and 20% of
wordform types of it was covered (present) in our final version of vocabulary.

step in

ry that were not present in the
these words shows that they are
It expressions, institutions’ names
terms frequently used in news. So,
vocabulary for non-Czech-journalist

7.2.2. Building of a 800k Vocabulary and the Analysis of Text Coverage
The source of this chapter are articles [56] and [12].

The training corpus for obtaining our 800k vocabulary has been compiled from our
previously collected corpus of newspaper and novel texts introduced at the beginning of
Chapter 7.2.1 and complemented by approximately the same number of sentences taken from
the Czech National Corpus [57]. After eliminating virtually all the typing errors using the
spellchecker [55] the resulting corpus had 135,661,782 tokens. The vocabulary of this corpus
converted to the lower-case letters had 644,635 wordform types. These words were merged
with the synthetically generated set (see Chapter 6.2.4), which resulted in an inventory of
788,274 different wordforms. This set is our 800k vocabulary.

The test corpus for the computation of coverage of our 800k vocabulary has already been
mentioned in Chapter 7.2.1. This corpus consisted of the Internet version of “Lidové noviny”
(52% of corpus), the Internet newspaper “Neviditelny pes” (17%), 4 diploma theses (2%), and
27 novels (29%). We have removed from this corpus short nonsensical words and
abbreviations that usually appear only in written language in the amounts of 3,441 wordforms
and 51,781 tokens. The resulting test corpus had 3,034,108 tokens and 169,381 wordform
types.

141,865 wordforms (2,949,762 tokens) of the test corpus were found in our 800k

vocabulary. The rest — 27,516 wordforms (84,346 tokens) — were not covered by our largest

vocabulary. From these figures it can be computed that more than 97% of tokens and more

than 83% of wordforms of the test corpus are covered (present) in our 800k vocabulary.

Our 800k vocabulary and the independent corpus were us?d to compute a coverage curve
for the Czech language. This curve should answer two questlon.s: How many most frequent
wordforms are enough to attain a reasonable coverage, and, pro.v1ded we have a vocabulary of
a certain number of words, what percentage of coverage of an independent speech should we

expect? The curve is shown in Figure 8.
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Figure 8. Coverage of the dependent and the independent corpus [56]

The dependent corpus is the training corpus of the 800k vocabulary. Each measurement in
Figure 8 has been done for the group of words with the same frequency in the vocabulary.
The words in the vocabulary have been sorted by frequencies from the most to the least
frequent ones. The horizontal axis in Figure 8 is logarithmic, because in this way the coverage
of smaller vocabularies is especially transparent.

Figure 9 shows the detail of the same coverage curve for the vocabularies with the number
of words between 100,000 and 800,000. The horizontal axis in Figure 9 is non-logarithmic
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Flgure 9. Coverage of the dependent and the mdependent corpus [56]

While Figure 8 and Figure 9 show the coverage of the corpus of written language, article
[50] compares the coverage of written language and spoken language. The spoken language in
this article is represented by approximately 3 MB of our transcripts of various types of
broadcast programs. A 300k lexicon can cover 98% and 800k lexicon covers as much as 99%
of spoken language. There are two reasons for these optimistic results: The corpus of the
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transcripts of the broadcast programs does not contain any imperfections of corpus cleaning,
and the language of these transcripts is simpler than the language of our text corpus that
contains also some novels.

The coverage of the abovementioned vocabulary of 644,635 wordform types obtained by
the statistical analysis of the 135,661,782-word corpus was compared to the 972,915-word
vocabulary made exclusively of synthesized words. The source of the synthetic vocabulary
was the database [52] introduced in Chapter 6.2.4. The database consists of a set of the most
frequent prefixes, word-roots, suffixes, and rules for their combining incorporated in a word-
generator programmed in Perl. We generated words from this database by our own programs.

These programs were designed to exclude the following types of words from the output:
1. abbreviations,

2. archaic wordforms,

3. colloquial wordforms,

4. specialized terms, e.g. chemicals,

5. plural number of personal names and place names.

The source database had 74,867 roots and 5,729 endings. 3,834,170 wordforms were
generated from it but because of a great number of duplicates only 972,915 wordforms were
unique. For example, some adjectives had 27 identical wordforms, each having a distinct
morphological feature.

The text collection used for the measuring of coverage was the abovementioned
3,034,108-word corpus. The results of the comparison of coverage of the both vocabularies
are shown in Table 13.

Table 13. The comparison of two vocabularies in terms of the coverage of an independent

corpus [12]
Vocabulary | Number of | Number of Number of Number of | Coverage
Wordform Tokens Covered Covered (%]
Types Wordform Tokens
Types

Independent| 169,381 3,034,108 169,381 3,034,108 100.00
Corpus

Synthetic 972,915 : 121,592 2,907,154 95.82
Statistical 644,635 135,661,782 140,231 2945335 ). 9101

7.2.3. The Influence of Corpus Normalization on the Text Coverage

Our 3,034,108-word test corpus mentioned in Chapter 7.2.2 was not normalized. We have
normalized it and computed the coverage of the both original and normalized version by our
312k vocabulary. The process of normalization is explained in point 8 in Chapter 6.1.2. The
results in Table 14 show that the coverage of the normalized corpus is higher by 0.3% and
that the vocabulary of 169k words can be reduced by approximately 1,000 wordforms thanks

to the normalization.
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Table 14, The comparison of the coverage of the test corpus with its normalized version by
the 312k lexicon

Number of Number of Number of Number of | Coverage
Wordform Tokens Covered Covered [%]
Types Wordform Tokens
Types
Original
Corpus 169,381 3,034,108 122,643 2,928,731 96.53
Normalized
Corpus 168,352 3,034,108 123235 2,938,345 96.84
7.2.4.

The Influence of the Vocabulary Size on Broadcast News Transcription

The speech data used for the comparison of accuracy of BNT attained with our 312k lexicon
with its downscaled versions were three complete TV shows from three different Czech
stations first mentioned in Chapter 3.1.

The Rank value in Table 15 is the threshold value of frequency C(w) from formula (5) in
Chapter 6.2.9 that all words in the particular lexicon must exceed.

Table 15. Recognition rates achieved with lexicons of different sizes [15]

Name | Size [words] | Rank | OOV [%] | Accuracy [%]
Lex64k 64,620 300 5.17 70.96
Lex102k | 102,228 140 3l (L
Lex149k | 148,928 70 1.94 75.62
Lex195k| 194,932 40 1.34 76.64
Lex257k| 257,086 20 0.97 71:27
Lex312k| 312,289 10 0.64 78.13

7.3. Phonetic Transcription

13,

In 2004 we increased our 140k vocabulary into the 200k vocabulary. The new 60k words
were transcribed by our rule-based system for phonetic transcription that could transcribe
correctly all regular Czech words and few exceptions. The WER of CSR with the resulting
200k vocabulary was higher than the WER using the original 140k vocabulary. Only after
many manual corrections of phonetic transcriptions of words that contain exceptions from the
regular Czech pronunciation and some foreign words in the 200k vocabulary the WER
dropped under the original level in the 140k vocabulary. This case is mentioned in [S1].
Article [68] informs that our then existing rule-based system was transcribing 92.4% words in

The Importance of Exceptions in Phonetic Transcriptions

our dictionary correctly. | N |
It was a motivation to improve our rule-based system for phonetic transcription, so that it
could cope with more Czech exceptions from the regular pronunciation. We needed to

compile a better list of its rules. The method that was used is described in Chapter 6.3.6.
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7.3.2.  The Influence of Additional Phonetic Transcriptions

The first experiment that assessed the importance of additional phonetic transcriptions in our
200k vocabulary was reported in paper [13]. In this experiment 2,358 additional phonetic
transcriptions improved the accuracy of recognition from 70.85% to 71.53%.

Article [50] reports the similar experiment for the 310k lexicon. In this experiment 19,890
additional phonetic transcriptions improved the accuracy of recognition from 75.5% to 76.9%.

The latest experiment of that kind for the 312k lexicon is presented in paper [15]. In this
experiment 18,933 additional phonetic transcriptions improved the accuracy of recognition
from 77.06% to 78.13%.

These three experiments were obtained on the same speech data — three complete TV
shows from three different Czech stations first mentioned in Chapter 3.1.

7.3.3.  The Influence of Glottal Stop

The experiment that assessed the importance of the phoneme called “glottal stop” (see Table 3
in Chapter 6.3.3) is published in paper [15]. The removal of glottal stop from all phonetic

transcriptions in our 312k vocabulary decreased the accuracy of recognition from 78.13% to
77.92%.

7.4. Language Model

7.4.1.  The Influence of Various Language Models on Continuous Speech
Recognition of a Development Test Set Using a Closed Vocabulary

In 2001 members of the SpeechLab carried out their first experiments with CSR supported by
the bigram LMs. The setup of these experiments is given in Chapter 3.1. The Zerogram,
Unigram, and Add-One LMs in Table 16 are computed from our 55-milion-word independent
training corpus. The Maximum Likelihood Estimate and Witten-Bell LMs are computed both
from our training corpus and from the development test set of 800 sentences used for the
recognition tests.

Table 16. Recognition rates achieved for different LM types based either on an independent
text corpus or on the test set of 800 sentences. The perplexity is conditional cross perplexity
of the LM against the development test set. The vocabulary size was 3,622 words. [10]

Language Model Type Perplexity | Accuracy (%) | Sentence Recognition Rate (“/m
Corpus based — Zerogram 3,622 54.2 32
Corpus based — Unigram 3,149 54.4 2.3
Corpus based - MLE-2 54 56.1 3.8
Corpus based — Add1-2 512 58.7 fie
Corpus based — WB-2 417 63.9 9.1
Test based - MLE-1 5 82.3 375
| Test based — WB-1 10 76.7 26.6

In 2002 the experiments with the same development test set were repeated. We have
improved the acoustic models and found a better set of LM Factor, Word Insertion Penalty,
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Prune Threshold, and Number of Word-End Hypotheses parameters discussed in Chapter 3.2.
The results are shown in Table 17.

Table 17. Recognition rates achieved for different LM types based either on an independent
text corpus or on the test set of 800 sentences. The vocabulary size was 3,622 words. For each
LM type the optimal combination of the weight of the language model — the LM Factor and
the Word Insertion Penalty was found to achieve the highest Accuracy. The other parameters
were constant: Prune Threshold = 100, and Number of Word-End Hypotheses = 7. [11]

Language Model Type Accuracy (%) | LM Factor | Word Insertion Penalty
Corpus based — Zerogram 50.85 0 =
Corpus based - MLE-2 48.42 5 —11
Corpus based — Add1-2 62.98 5 =
Corpus based — WB-2 66.63 6 — 6
Test based - MLE-1 94.50 2 -2

The results in Table 17 underscore the importance of LM smoothing. The Add One and
Witten-Bell LMs outperform the Maximum Likelihood Estimate LM (MLE-2 that was a
source of their computation) more distinctly than in Table 16. The accuracy of the MLE-2 LM
was even lower than the accuracy attained without any LM (the Zerogram). The accuracy
attained with the MLE-1 LM computed from the development test set has shown the upper
limits of our continuous speech recognition system existing in 2002.

The same year the same experiment was carried out with the same test set extended by
another 800 sentences. The results are shown in Table 18.

Table 18. Recognition rates achieved for different LM types based either on an independent
text corpus or on the test set of 1,600 sentences. The vocabulary size was 7,033 words. For
each LM type the optimal combination of the weight of the language model — the LM Factor
and the Word Insertion Penalty was found to achieve the highest Accuracy. The other
parameters were constant: Prune Threshold = 130, and
Number of Word-End Hypotheses = 10. [17]

Language Model Type Accuracy (%) | LM Factor | Word Insertion Penalty
Corpus based — Zerogram 48.63 0 =12
Corpus based — MLE-2 47.52 5 =13
Corpus based — Add1-2 61.58 5 -3
Corpus based — WB-2 65.48 6 =5
Test based - MLE-1 95.82 2 =0

7.4.2. The Influence of Collocations on Broadcast News Transcription

The speech data used for the experiments with collocations were three complete TV shows

from three different Czech stations introduced in Chapter 3.1.
Article [13] reports that adding 314 collocations shorter than three syllables into the 200k

lexicon increased the accuracy of recognition from 71.11% to 71.53%.
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Article [50] reports that adding 1,708 collocations into the 310k lexicon increased the
accuracy of recognition from 75.5% to 78.2%.

7.4.3.  The Influence of Word-Decomposition on Broadcast News Transcription

The lexicon used for the experiment assessing the effect of word-decomposition had 312,211
word-forms. Its decomposed version had 290,480 word-forms. In the process of the creation
of the decomposed lexicon a list of 128,995 word-forms that could be decomposed was
compiled. This list contains the original word-forms together with the information how these
word-forms should be decomposed. This list was used to decompose the list of word-pairs
found in the training corpus to obtain the decomposed language model for the 290,480-word
vocabulary.

The same list was used in the phase of post-processing of the output of the recognizer. The
recognizer that uses the decomposed lexicon outputs decomposed words, e.g. instead of the
word pétapadesatilety (55-years old) it writes pét a padesati lety. All sequences of 4, 3, and 2
words in the output of the recognizer were concatenated when their concatenation was found
in the list of 128,995 words to be decomposed. After this processing the standard procedure
using the minimum edit distance algorithm was run to obtain the accuracy of recognition. The
results are in Table 19.

Table 19. The results of BNT when using the vocabulary of whole word-forms compared
with the results obtained with the vocabulary of decomposed words. The information about
test speech databases used in this task is in Chapter 7.5.

Test Speech Accuracy [%)] Correctness [%] OOV Rate [%]

Database Original | Decomposed | Original |Decomposed | Original | Decomposed
LM LM LM LM LM LM

TV News 78.539 77.900 80.871 80.185 0.68655 0.63920

Radio News | 81.676 80.957 84.076 83.465 1.78121 1.72770

Total 80.445 79.758 82.819 82.178 1.35167 1.30057

The results in Table 19 show that word-decomposition has not improved the accuracy of
recognition even if it has improved the OOV rate. A closer look at the results shows that the
degradation in the accuracy was not definite. In 124 utterances the accuracy with the
decomposed LM was lower, but in 45 utterances the word-decomposition increased the
accuracy. Examination of some sentences suggests that the reason why word-decomposition
was not very successful are the same as the reasons (see Chapter 6.2.10) why we have
introduced the collocations concatenated into single words into our lexicon. Chapter 7.4.2
shows that collocations concatenated into single words have definitely improved the accuracy
of BNT.

Additional information about language models used for the experiments described in this
chapter is in Table 20. Entropy in this table was computed according to formula (34) in
Chapter 6.4.11. The LMs were smoothed using the improved Witten-Bell discounting

proposed in Chapter 6.4.6 in formulas (14), (15), (20), (25), and (206).
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Table 20. The description of language models used in the study of the effect of word-

decomposition
Language Vocabulary | Entropy |Perplexity| Number of Number of
Model Size Tokens Word-Pair Types
Original 312,211 11061663 | 2157 368,037,760 62,614,572
Decomposed | 290,480 10.841029| 1,834 383,613,230 59,681,588

We have also used the text part of our two well-annotated speech databases to test the
appropriateness of three methods of LM smoothing discussed in Chapter 6.4.6. The result can
be seen in Table 21, and it suggests that the Witten-Bell discounting improved by formulae

(25) and (26) is the best, because the conditional cross perplexity of LM smoothed that way
against the both test corpora is the lowest.

Table 21. Conditional cross perplexity of three variants of Witten-Bell discounting

Test Speech Original LM Decomposed LM
Database Classical | Witten- Improved |Classical | Witten- Improved
Witten- Bell with | Witten- Witten- Bell with | Witten-
Bell Add-One |Bell Bell Add-One |Bell
Smoothing Smoothing
TV News 859.040 859.056 858.511 775.787 775.818 T15372
Radio News |704.251  |704.098 703.770 643.252 643.131 642.837

7.5. Test Speech Databases

The results of this thesis are computed on three test databases.

The first speech database consisted of 800 sentences first mentioned in Chapter 3.1. Later
this database was enlarged by another set of 800 sentences and results attained on this
database together with its description were published in [16] and [17]. The database of 1,600
sentences has 16,027 word tokens.

The second speech database referred to in this thesis consists of 3 complete TV shows. It
is also first mentioned in Chapter 3.1 and its description can be found in [13]. This database
has 8,451 tokens.

The third speech database was created for the purpose of this thesis and for possible future
research. Its source is radio news broadcasting of public Czech station Radiozurnal and
British public station BBC whose broadcasting in Czech was ended in 2005. The description
of this database that has 13,081 tokens is in Table 22 and Table 23. The database contains
utterances from 61 speakers. 14 utterances contain some slip of the tongue.
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Table 22.

Number of utterances = sentences = sound files in the speech database of radio

news
Radio Gender Speaking Sound Condition Total | Total
Station Style Clear |Low |Background

Fidelity | Noise

(e.g. (speech,

phone) | music)
RadioZurnal | male professional 76 8 33 117 436
Radiozurnal | male uest 49 21 4 80
Radiozurnal | female rofessional 196 6 30 232
Radiozurnal | female guest 1 5 1 7
BBC male rofessional 124 0 27 151 411
BBC male guest o 50 8 80
BBC female rofessional 160 0 20 180
BBC female guest 0 0 0 0
Total male 27 85 72 428
Total female 357 11 51 419
Total professional 556 14 110 680
Total guest 7 82 13 167
Total 628 96 123 847 847

Table 23. Number of seconds in the speech database of radio news

Radio Gender Speaking Sound Condition Total |Total
Station Style Clear |Low Background

Fidelity | Noise

(e.g. (speech,

phone) | music)
Radiozurnal | male professional 370 41 146 557 | 2,558
Radiozurnal | male guest 426 248 23 698
RadioZurnal | female professional 1,063 31 141 12235
Radiozurnal | female guest 5 50 13 68
BBC male professional 807 0 139 946 | 2,852
BBC male guest 209 516 108 833
BBC female professional 973 0 101 1,073
BBC female guest 0 0 0 0
Total male 1,812 804 417 3,033
Total female 2,041 81 293 2371
Total professional 3,212 71 527 3,811
Total guest 640 814 145 1,599
| Total 3,853 885 672 5410 | 5,410




7.6. Tuning of the Recognizer’s Parameters

The first series of our tuning experiments with our CSR recognizer were carried out in 2002.
The devtest set consisted of 800 sentences. Figure 10 shows the influence of various values of
the Word Insertion Penalty parameter ceteris paribus (the other parameters being fixed) on the
accuracy of recognition. The detail on the left upper side of Figure 10 shows that the Word
Insertion Penalty parameter has some optimal value that is in this case — 35.
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Figure 10. Accuracy of recognition and the number of false word insertions for different
values of the Word Insertion Penalty parameter. Language Model = Zerogram, Prune
Threshold = 100, Number of Word-End Hypotheses = 7. [11]

Figure 11 shows the influence of various values of the Prune Threshold parameter ceteris
paribus on the accuracy of recognition. While the saturation level of the Prune Threshold
parameter is somewhere between 100 and 150 with respect to the accuracy, the time
consumption rises linearly in proportion with the varying parameter.
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Figure 11. Accuracy of recognition and time in seconds spent for the recognition of a single
sentence for different values of the Prune Threshold parameter. Language Model = Witten-
Bell, LM Factor = 6, Word Insertion Penalty = — 6, Number of Word-End Hypotheses = 1.

[11]

Figure 12 shows the influence of various values of the Number of Word-End Hypotheses
parameter ceteris paribus on the accuracy of recognition. While the saturation level of the
Number of Word-End Hypotheses parameter is somewhere between 7 and 20 with respect to
the accuracy, the time consumption rises also linearly in proportion with the varying
parameter as it did in Figure 11.
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Figure 12. Accuracy of recognition and time in seconds spent for the recognition of a single
sentence for different values of the Number of Word-End Hypotheses parameter. Language
Model = Witten-Bell, LM Factor = 6, Word Insertion Penalty = — 6, Prune Threshold = 100.

[11]
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Later in 2002 we did the same experiments with the extended devtest set of 1,600
sentences. The size of the closed vocabulary for this task was 7,033 words. The results are
published in article [17]. Table 24 shows the comparison of the best combination of parameter
values found in 2002 with the values that seem to be optimal for the open 312k vocabulary.

Table 24. The compari;.on of the optimal set of parameters found in 2002 for a closed 7,033-
word vocabulary [17] with the parameter values used in 2005 for CSR with the use of an open

312k vocabulary
Parameter 7,033-word vocabulary | 312,000-word vocabulary
Language model Witten-Bell Witten-Bell
LM Factor 6 fi
Word Insertion Penalty —5 0
Prune Threshold 130 120
Number of Word-End Hypotheses 10 40

The differences in the optimal parameter values in Table 24 can be explained by the
substantial increase in the vocabulary size. In this case the average probability in the LM
decreases and so the weight of the LM (the LM Factor) should be enlarged, and a larger
number of words must be taken into consideration in the course of the recognition, hence the
substantial increase in the Number of Word-End Hypotheses and maybe also the change in the
Word Insertion Penalty parameter.

7.7. Evaluation of Recognition

This chapter presents several results that could be derived from the experiments described in
Chapter 7.4.3.

The first result shows the improvement in the accuracy of recognition when the reference
transcriptions are normalized according to point 8 in Chapter 6.1.2.

Table 25. The importance of normalization of reference transcriptions into standard

orthography. The results superscribed as “original” are taken from Table 19.
Test Speech Accuracy |%)] Correctness [%] OOV Rate [%]
Database Original | Normalized | Original  Normalized | Original | Normalized
TV News 78.539 78.610 80.871 80.942 0.68655 | 0.56818
Radio News | 81.676 81.974 84.076 84.374 1.78121 | 1.36840
Total 80.445 80.654 82.819 83.028 1.35167 [ 1.05439

Chapter 6.1.5 discusses the problem of correct letter cases and punctuation in the output of
the recognizer. So far we have adopted only a unigram LM for determining the correct case of
letters in the output of the recognizer. The accuracy of recognition when upper and lower
letter cases are distinguished is 80.249% in comparison to 81.676% (see the original accuracy
of the radio news test speech database in Table 25). A closer look at the mistakes in
placement of correct letter cases suggests that introduction of a bigram LM for this task would
solve at least 90% of mistakes existing now. This LM should also contain punctuation marks,
because many mistakes were caused by the fact that a single utterance contained more than
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one sentence. The first letters of each utterance were always converted to the upper case
before the computation of accuracy.

Table 26 shows the accuracy of recognition divided into categories of Table 22 and Table
23 in Chapter 7.5.

Table 26. An analytical view of the accuracy in percent of the basic recognition experiment
on the test speech database of radio news (all words converted to lower case and an

undecomposed LM).

Radio Gender Speaking Sound Condition Total Total
Station Style Clear |Low |Background

Fidelity | Noise

(e.g. (speech,

hone) | music)
Radiozurnal | male professional | 87.851 | 81.053 77.635 84.730 |82.827
Radiozurnal | male guest 76.739 | 54.869 78.689 69.109
RadioZzurnal | female professional | 90.709 | 83.099 83.668 89.768
Radiozurnal | female guest 83.333 | 69.748 8.571 58.721
BBC male professional | 83.006 : 75.749 81.850 [80.589
BBC male guest 73.036 | 67.130 78.298 70.043
BBC female professional | 87.681 : 80.465 87.077
BBC female guest : : . !
Total male 81.703 | 64.193 77.186 76.684
Total female 89.295 | 74.737 78.130 87.700
Total professional 87.618 | 81.928 79.167 86.349
Total guest 75.586 | 63.672 70.997 69.094
Total 85.826 | 65.211 77.529 81.676 |81.676

One of the frequent problems in BNT is a fast speaking rate. Speaking rate means how
many words or phones are uttered at a fixed time interval. The dependency of speaking rate
and the accuracy of recognition on our radio news test speech database is shown in Figure 13.
The graph suggests that our recognizer has no problem with speaking rate. If it had had a
lower accuracy of faster speaking rate, we would have to make some adjustments on the
signal level of recognition as proposed ¢.g. in [75].
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Figure 13. The dependency of the accuracy of recognition on the speaking rate
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Chapter 8
Conclusion and Suggestions for Further Study

8.1. What Has Been Done in this Thesis

This thesis has described the following tasks which are a part of a solution to the complex
problem of continuous speech recognition:

Preparation of a large text corpus,
Compilation of a 312-thousand-word vocabulary for the recognizer,
Phonetic transcription of words in the recognizer’s vocabulary,

The computation of a bigram language model for our continuous speech recognizer,
Preparation of 1.5 hour-long test speech database,

Tuning of the recognizer’s parameters,

Evaluation of recognition.

These tasks were accomplished for broadcast news transcription of the Czech language.

=1 G e LA e, R

8.2. What Is the Contribution of this Thesis to the Scientific Field of Automatic
Speech Recognition

This thesis has described the tasks specified in Chapter 8.1 in detail that is not usual in articles
dealing with automatic speech recognition.

A vocabulary of 800 thousand most frequent Czech wordforms was compiled to get a
robust estimation of independent text coverage by lexicons of various sizes for the case of the
Czech language.

Three alternative methods of phonetic transcriptions were described, and recognition
experiments have confirmed the importance of correct phonetic transcriptions in the
recognizer’s vocabulary.

The Witten-Bell discounting used for the smoothing of the bigram language model was
enhanced and the resulting cross perplexity of the smoothed language model against test
corpus was indeed lower than that of the language models smoothed by alternative smoothing
methods.

It was discovered that decomposition of words into their parts in the recognizer’s
vocabulary and language model does not in average increase the accuracy of recognition.
However, the inverse approach — joining words that often stand together in text into single
words — has significantly improved the accuracy of recognition.

8.3. What Is the Contribution of this Thesis to the Practice
The results of work described in this thesis — text corpus, vocabulary, phonetic transcription,
language model, and test speech database — are points of departure for future improvements of

SpeechLab’s continuous speech recognizer.
The thesis has shown that the approaches described in it can probably lead to some

commercially usable applications of broadcast news transcription of the Czech language.




8.4. What Should Be Done in the Future

The increase in the accuracy of recognition is a result of work in many fields. Here we
mention only the tasks that concern the linguistic part of the problem.

1. More rules for the cleaning of text corpus should be compiled, namely the rules for
rewriting of numerals.

2. Table 15 in Chapter 7.2.4 shows that the addition of one or two hundred thousand new
words into our 312-thousand-word vocabulary for the recognizer could still improve the
accuracy of recognition.

3. Our system for phonetic transcription should contain more and better organized rules. It
should also be able to generate alternative phonetic transcriptions.

4. The language models for our recognizer have always been limited by the capacity of the
currently available hardware of personal computers. However, the development of
hardware is so fast that we should design new language models implementable on future
hardware as early as today. The most promising approach in our opinion is to develop
language models that could be automatically focused on the current topic of speech that is
being recognized.

5. The output of the recognizer should be as close to the written text as possible. This
involves placement of correct letter cases and punctuation. Also some numerals should be
written using digits and some of them should be written using words. Special language
models must be compiled to solve this problem.
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Appendix 1

The Example of the Output of the Recognizer

Reference transcription:  na miste je 1 nas reportér zdenék ?hekrlik?

ASR: 3 na misté je nas reportér Zdenék Uhlik Rojik 3
Noise according to Table 3
0/0)Y =D+ +S
2 T Table of Edit Distances \_
Qhekrlikd 8 | 7 6 g e 3 2 2o ita)
zdenek 7 6 3 4 3 2 1 2 3
reportér | 6 5 4 3 2 1 2 3 4
nas 5 4 3 2 1 2 3 4 3
1 4 3 2 1 1 2 3 4 5
e 3 2 1 0 1 2 3 4 5
misté 2 1 0 1 2 3 4 5 6
na 1 0 1 2 3 4 5 6 7
0 1 2 3 4 = 6 7 8
g S| miste ] je nas |reportér | zdenék | uhlik | rojik
Table of Editing Operations
7hekrlik? | d d d d d d d S |
zdenck d d d d d d M ' i
reportér | d d d d d M i i i
nas d d d d M i i i i
i d d d D S i i i i
je d d d M i i i 1 i
misté d d M i i i 1 i i
na d M i i i i i i i
0 i i 1 i i i 1 i
i na | misté | je nas |reportér | zden€k | uhlik | rojik

N (Number of words): 8 (in the reference transcription)

M (Matches): 6

D (Deletions): 1

[ (Insertions): ]

S (Substitutions): 1

Number of OOV words: 1

Accuracy = 100* (N-D -1-S)/N = 100*(8-1-1-1)/8=62.5%
Correctness = 100 * (N —D —S) /N =100 *(8-1-1)/8=75.0%
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